PHYSICAL REVIEW B 99, 035438 (2019)

Strong-coupling charge density wave in a one-dimensional topological metal
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Scanning tunneling microscopy, low-energy electron diffraction, and helium atom scattering show a transition
to a dimerizationlike reconstruction in the one-dimensional atomic chains on Bi(114) at low temperatures. One-
dimensional metals are generally unstable against such a Peierls-like distortion, but neither the shape nor the
spin texture of the Bi(114) Fermi contour favors the transition: Although the Fermi contour is one dimensional
and thus perfectly nested, the very short nesting vector 2k is inconsistent with the periodicity of the distortion.
Moreover, the nesting occurs between two Fermi contour branches of opposite spin, which is also expected to
prevent the formation of a Peierls phase. Indeed, angle-resolved photoemission spectroscopy does not reveal any
change in the electronic structure near the Fermi energy around the phase transition. On the other hand, distinct
changes at higher binding energies are found to accompany the structural phase transition. This suggests that
the transition of a strong-coupling type and that it is driven by phonon entropy rather than electronic entropy.
This picture is supported by the observed short correlation length of the pairing distortion, the second-order-like
character of the phase transition, and pronounced differences between the surface phonon spectra of the high-

and low-temperature phases.
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I. INTRODUCTION

The experimental realization of systems with reduced di-
mensions has often been the key to the discovery of fun-
damentally new physics. Of particular importance is the sit-
uation in one dimension (1D) with its drastically enhanced
significance of electronic correlations and electron-phonon
coupling [1,2]. An attractive path to studying systems of
reduced dimensionality is to create them on the surfaces of
semiconducting or semimetallic substrates as this opens the
possibility to employ powerful spectroscopic techniques, such
as scanning tunneling microscopy (STM), angle-resolved
photoemission (ARPES), and surface-sensitive transport mea-
surements [3,4]. Many systems have been realized and studied
in this way, such as metallic chains or graphene nanoribbons
on semiconductors, see, e.g., Refs. [5-11].

A particularly intriguing situation arises when low di-
mensionality is combined with an unconventional spin tex-
ture of the electronic states as this imposes a number of
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restrictions on the allowed electronic instabilities [8,12]. This
combination is realized on the (114) [13,14] and (441) [15]
vicinal surfaces of Bi where strongly Rashba-split surface
states span the gap of a semimetallic substrate. Moreover, due
to the similarity of Bi to the topological insulator Bi;_,Sb,
[16,17], all Bi surfaces have metallic surface states with a spin
texture similar to that of topological insulators [18,19] and
several hallmark features of these states, such as the lack of
backscattering [20], were first observed on Bi surfaces. It was
also pointed out that a Fermi contour with a chiral spin texture
should not lead to charge density wave (CDW) formation even
in the presence of perfect nesting [12].

The fundamental difference between a conventional one-
dimensional metal at half-filling and the electronic surface
state on Bi(114) is illustrated in Fig. 1. A conventional
electronic state in a lattice with spacing a and half-filling is
unstable with respect to the formation of a one-dimensional
CDW also called a Peierls distortion. Figure 1(a) illustrates
this situation of ideal nesting with a nesting vector length of
2kr = m/a as indicated by the arrow in Fig. 1(a). As this
corresponds to a real-space periodicity of 2a, a Peierls-type
distortion involving a periodicity doubling via pairing of the
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FIG. 1. (a) Conventional one-dimensional electronic state at
half-filling. The black dispersion is spin degenerate. This system is
sensitive to a Peierls-type instability due to the perfect nesting and
the fact that the nesting vector’s length corresponds to a real-space
periodicity of 2a. (b) Situation on Bi(114). The spin degeneracy of
the bands is lifted, and although perfect nesting is still present, it
takes place for a very short nesting vector and between states of
opposite spin (indicated by the color of the bands and the arrows),
thus protecting against a Peierls-type instability.

atoms in a chain leads to a new Brillouin zone boundary
at the Fermi-level crossings of the unreconstructed phase,
a gap opening, and hence to an electronic energy gain in
the occupied states. The situation is quite different for the
surface state on Bi(114) shown in Fig. 1(b). Here, the state
is no longer spin degenerate, and the spin texture (indicated
by red and blue) and dispersion closely resemble that of a
one-dimensional edge state of a two-dimensional topological
insulator, the so-called quantum spin Hall effect [21-24].
It is for this reason that Bi(114) has been called a “one-
dimensional topological metal” [13]. Although perfect nesting
is retained, as for any one-dimensional structure, 2kr < 7/a
and a pairing-type reconstruction would not be expected to
open a gap at the Fermi-level crossing. More importantly,
the spin texture prevents the singularity in the electronic
susceptibility required to drive the instability [12], an effect
closely related to the forbidden backscattering for such a
one-dimensional state [20]. A Peierls distortion would thus
not be expected for the case of Bi(114).

Surprisingly, as we report here, such a pairing distortion is
nevertheless observed at low temperature on the quasi-one-
dimensional Bi(114) surface. Temperature-dependent mea-
surements of the electronic structure by ARPES do not show
any signs of a Fermi-surface change as expected from the
arguments above but do show some clear spectral changes at
higher binding energy. STM, low-energy electron diffraction
(LEED), and helium atom scattering (HAS), on the other
hand, provide evidence that this transition is a strong-coupling
CDW [25], driven by phonon entropy. Strong-coupling CDWs
that are not based on Fermi-surface nesting are common
for two-dimensional CDW systems [25-31], consistent with
strong sensitivity of the electronic susceptibility towards small
deviations from ideal nesting conditions [32]. In one dimen-
sion, there is always perfect nesting, but in the present case,
the nested Fermi surface is irrelevant for the phase transition.

II. EXPERIMENTAL DETAILS

The Bi(114) surface was cleaned by sputtering with no-
ble gas ions and annealing between 300 and 400 K. STM
measurements were performed both at a fixed temperature

(5 K) and at variable temperatures between 40 and 300 K in
two different setups. LEED and ARPES data were collected
on the SGM-3 end station of ASTRID [33] between 50 and
300 K. The energy resolution varied between 25 meV for the
measurements at low photon energies and 65 meV for the
large-scale Fermi-surface maps collected with high photon
energies. The angular resolution was better than 0.2°. For
the HAS measurements, a nearly monochromatic beam of He
(AE/E =~ 2%) was scattered off the sample surface in a fixed
91.5° source-sample-detector geometry. Energy dispersive
measurements for inelastic scattering were performed using a
time-of-flight (TOF) technique with a pseudorandom chopper
disk [34]. The momentum transfer parallel to the surface was
calculated from the kinematic scattering conditions [35].

III. RESULTS AND DISCUSSION

The atomic structure of Bi(114) consists of parallel atomic
rows with an interatomic spacing of 4.54 A along the rows
[13]. A unit cell comprises several of these rows at different
heights, and the periodicity of the unreconstructed surface
perpendicular to the rows is 14.20 A. For the clean surface,
areconstruction-induced doubling of this periodicity has been
reported [13] such that the actual periodicity perpendicular to
the rows is twice this value. Figure 2(a) shows a closeup STM
image of the surface at 5 K. Due to the strong corrugation,
the periodicity of 28.40 A perpendicular to the atomic rows is
immediately visible. On close inspection, it becomes clear that
the periodicity along the rows is also doubled, i.e., the atoms
in the rows are not equally spaced, but most of them appear
dimerized. A few of these dimers are emphasized in the figure
by red frames. This reconstruction does not only affect the
atoms in the top row, but also those in deeper-lying rows. The
average interatomic distance in the dimers is 4.15 £+ 0.1 A,
thus corresponding to ~0.2 A atomic displacement from the
equilibrium position. This is a substantial fraction of the equi-
librium spacing, larger than typically found in Peierls systems
[37]. Although dimerization is dominant on a short length
scale, long-range ordering is poor. Indeed, defects, such as
trimers, are found every few dimers in the row (also indicated
by a blue frame in the figure). Moreover, the dimerization
appears to be a strongly local phenomenon within each row
as no correlations between dimer positions in neighboring
atomic rows are evident.

We explored the temperature dependence of the dimeriza-
tion along the atomic rows. Figures 2(b) and 2(c) compare
STM images and height profiles measured at increasing tem-
peratures. Although at 40 K the dimerization is still fully
intact, at 150 K it starts vanishing and is nearly absent at 195 K
with the exception of the immediate vicinity of structural
defects (indicated by an arrow) that appear to serve as a
seed for the dimerization. Thus, the dimerization is a low-
temperature phase with an apparent transition temperature
somewhere between 150 and 195 K.

The reconstruction is also observable in diffraction exper-
iments, even though the coherence length is very short as
seen from the STM data. Figure 3 shows LEED data taken
at 250 and 55 K, i.e., well above and below the transition
temperature range determined by STM. The LEED patterns
consist of well-separated rows of closely placed sharp spots.
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FIG. 2. Dimerization distortion of the quasi-one-dimensional lat-
tice structure of Bi(114). (a) STM image taken at 5 K showing dimer
formation in some of the protruding atomic rows (red dashed frames)
with frequently appearing defects, such as trimers (blue dashed
frame). (b) STM images at higher temperatures and (c) profiles along
the protruding atomic rows, measured at the indicated temperatures.
At 195 K, the dimerization is lifted and only observed in the imme-
diate vicinity of defects. Tunneling parameters: (a) U = 0.2 V and
I =0.1nAand (b) U =0.2, 1.0, —0.1, 0.25 V and I = 0.1, 4.0,
2.0, 4.0 nA. All STM data were processed with the WSXM software
[36].

The distance between the spots along the rows corresponds

to the reciprocal lattice distance perpendicular to the chains
o —1 .

(27 /28.4 A ), whereas the distance between the rows cor-

responds to the interatomic distance in the (unreconstructed)

FIG. 3. (a) and (b) LEED patterns collected above and below,
respectively, the temperature of the phase transition observed by
STM. The arrow in (b) shows the additional streaks induced by the
periodicity doubling along the atomic chains. The electron kinetic
energy is 27.2 eV.
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FIG. 4. (a) Scattered He intensities (logarithmic scale) versus
parallel momentum transfer &, (crystal azimuth aligned along T —
X) for various sample temperatures 7. A small vertical offset
between the individual scans was added for better visibility. The
vertical dotted lines illustrate the position of the CDW superlattice
peaks due to the doubled periodicity. (b) Normalized square root
of the CDW superlattice peak’s integrated intensity (peak at k, =
—2.15A" ), which is proportional to the CDW order parameter. The
lines represents fits to Eq. (1) for different choices of the critical
exponent f. (c) Peak area of the CDW superlattice peak when
integrated over energy in the energy-resolved TOF measurements.

chains (27 /4.54 A_l). In the low-temperature image, weak
streaks of intensity are observed halfway between the rows
(indicated by an arrow) (see the Supplemental Material [38])
and thus consistent with a dimerized structure. The width
of streaks along k, reflects the short coherence of the CDW
within the atomic rows, and the (much larger) width along
ky is due to the lack of coherence between these rows. These
findings are consistent with the STM results.

A more detailed picture of the phase transition is provided
by HAS. Figure 4(a) displays the scattered He intensity versus
momentum transfer k, for various sample temperatures T
using an incident beam energy E; of 14.5 meV. At low temper-
atures, a small enhancement of the scattered intensity appears
halfway between the diffraction peaks which is consistent
with a superstructure based on a doubled periodicity along
the rows as observed by the LEED and STM measurements.
Scans with different beam energies show that this cannot
be due to any resonance effect and is indeed caused by a
reconstruction [39].
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Figure 4(b) shows the temperature dependence of the
square root of the integrated intensity for the CDW super-
lattice peak halfway between the (2, 0) and the (1, 0) Bragg
peaks [see Fig. 4(a)]. In order to access the intensity change
relevant to the critical fluctuations of the CDW [40,41] as
opposed to the intensity changes due to the Debye-Waller
factor [42], the integrated intensity /(7) shown in the figure
has been normalized to that of the specular beam (see the Sup-
plemental Material [38]) for more details on the procedure).
This correction is particularly necessary in view of the low
surface Debye temperature of Bi (®p = 85 K < T, [43,44],
where T, is the CDW transition temperature). The square
root of the resulting /(7") can then be viewed as the order
parameter of the CDW [45,46]. I(T) shows a sharp onset
below approximately 250 K, followed by a continuous rise
at lower temperatures.

The temperature dependence of the order parameter /1 (T')
can be used to determine 7, and the critical exponent 8 be-
longing to the phase transition [40,41,47—49]. This is achieved
by fitting the power law,

I(T) ( T )ﬁ

(- (1)

1(0) T
to the data in Fig. 4(b) [1(0) is the extrapolated intensity at
0 K], resulting in 7, = (242 +7) K and g = (0.32 £ 0.02).
The fit is represented by the blue solid line in Fig. 4(b).

Our finding of B = (0.32£0.03) is very close to the
universal exponent of 1/3 as predicted in the presence of fluc-
tuations [49], in agreement with the findings of other CDWs
in layered chalcogenides and quasi-1D systems [41,50-53].
On the other hand, using mean-field theory where fluctuations
are neglected (8 = 1/2), results in the green dashed curve
which does not represent a satisfactory fit to the data. When
fitting the data under the constraint that § = 1/3, we obtain
the red dashed curve in Fig. 4(b) and a transition temperature
of T, = (245 £ 8) K.

At first glance, the transition temperature determined from
HAS appears to be inconsistent with the STM data that does
not show any short-range order above 195 K. We must keep in
mind, however, that strong fluctuations are to be expected and
that STM, being a slow technique, only measures the average
position of the atomic motion and might thus not be able to
show the preserved local dimerization at high temperatures.
This actually explains why close to defects, dimerization can
still be observed frozen in the 195-K images. Indeed, LEED
patterns taken at 200 and even 250 K do still show very
weak signatures of the superstructure {see Fig. 3(a) and the
Supplemental Material [38]}.

Energy-resolved scans performed at the position of the
CDW superlattice peak confirm that the enhanced elastic
intensity is indeed due to a static change in the structure and
cannot be caused by any inelastic effects, such as kinematical
focusing [39]. Figure 4(c) shows the TOF peak intensity
versus surface temperature which was obtained by fitting the
energy-resolved scans with a single Gaussian and applying a
correction for the Debye-Waller attenuation (for the original
TOF data, see the Supplemental Material [38]). The temper-
ature range where the peak intensity shows a strong rise is
consistent with 7, as determined from the data in Fig. 4(b),
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FIG.5. (a) and (b) Photoemission intensity in the low-
temperature phase at 7 = 60 K in a 20-meV window around the
Fermi energy and a binding energy of 170 meV, respectively.
The sketched continuation of the Fermi surface illustrates that the
observed linelike intensity is composed of two unresolved spin-
polarized Fermi-level crossings [13], see also Fig. 1(b). The photon
energy is hv = 70 eV. The dashed line shows the direction of the
data in (c) and (e). (c) and (d) Photoemission intensity close to
and below the CDW transition (at 7 = 200 and 62 K), respectively,
along the dashed black line in (a). (¢) Momentum distribution curves
at the Fermi energy along the dashed line in (a) as a function of
temperature. (f) Energy distribution curves along the crossing point
of the dashed line in (a) and the Fermi surface at k, = 0, i.e., through
the center of the images in (c) and (d). hv = 17 eV in (¢c)-(f).

and fitting a critical exponent gives rise to § = (0.31 £ 0.04),
also consistent with the data in Fig. 4(b).

After characterizing the phase transition using structural
techniques, we now move to the spectroscopic characteri-
zation of the electronic and vibrational states by ARPES
and HAS. Figure 5(a) shows the k-dependent photoemission
intensity at the Fermi level at 60 K. It is dominated by intense
lines in the direction perpendicular to the atomic rows. As
has been shown by spin-resolved photoemission, these intense
lines are actually caused by the two unresolved spin-polarized
Fermi-surface elements due to the spin-split surface state in
Fig. 1(b) [13]. This unresolved Fermi contour is indicated as a
sketch, extending the observed Fermi contour in the figure.
Apart from the intense linear features, the photoemission
intensity shows some weak structures that can be assigned to
bulk states. A projection of the (small) bulk Fermi surface of
Bi onto the (114) surface is given in Ref. [13].
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Since the Fermi surface of Fig. 5(a) is measured in the
dimerized phase, one might expect replicas of the Fermi-
surface lines in between the two intense lines, similar to the
additional weak streaks in between the lines of densely spaced
spots in the LEED image of Fig. 3(b). Such replicas are not
observed, neither at the Fermi surface in Fig. 5(a) nor for
the higher binding energy of 170 meV in Fig. 5(b). Note
that the lack of replica bands in a CDW is also found for
many two-dimensional CDW systems where the spectral
weight in the CDW phase tracks that of the normal phase
[27]. Hence the CDW period observed in direct space may
not correspond to nesting, i.e., to the 2kr measured with
high-resolution ARPES in reciprocal space.

Figures 5(c) and 5(d) show the electronic structure of
the one-dimensional states above and below, respectively, the
dimerization transition temperature as a function of bind-
ing energy in the k, direction perpendicular to the one-
dimensional Fermi surface along a cut indicated by the black
dashed line in Fig. 5(a). No spectroscopic signature of the
transition is observed near the Fermi energy. Indeed, when
taking momentum distribution curves (MDCs) through a
temperature-dependent series of similar data sets, no signif-
icant changes can be observed [see Fig. 5(e)] except for a
minor sharpening of the MDC peak at low temperatures as
expected due to electron-phonon coupling [54,55].

However, there is a significant change in the electronic
structure rather far away from the Fermi energy at around
150 meV where a single intense feature at 110 meV in the
high-temperature phase of Fig. 5(c) splits into two peaks,
one essentially staying at the same binding energy and one
moving to a higher energy of 175 meV. This spectral change
is especially well seen in energy distribution curves through
the center of a series of temperature-dependent data (see
the Supplemental Material [38]) shown in Fig. 5(f). These
changes in the electronic structure at high binding energy do
not lead to observable replicas in the constant energy surfaces
either as seen in Fig. 5(b) which shows the photoemission
intensity at a binding energy of 170 meV.

The observation of spectral changes only at high binding
energy rules out that the transition is due to a nesting-driven
weak CDW, such as the Peierls distortion in Fig. 1(b), as this
would require a gap opening at the Fermi energy. On the other
hand, an electronic structure change in which states are shifted
to a substantially higher binding energy can certainly explain
the stabilization of the reconstructed phase. This gives a qual-
itative explanation for the stability of the pairing distortion
at low temperatures, but it does not explain why the pairing
should be lifted at higher temperatures. In a conventional
Peierls scenario, the transition from the CDW state to the
normal state is driven by electronic entropy when the thermal
energy becomes comparable to the gap energy. This cannot be
the case here. We also note that the CDW is unlikely to be
caused by bulk states because of the extremely small density
of bulk states at Er and because of the absence of a CDW in
bulk Bi.

A plausible alternative scenario is that the transition
is a strong-coupling CDW, driven by phonon entropy
[25,29,45,56], and this is supported by several experimen-
tal facts, such as the short coherence length and consider-
able atomic displacements observed here. A strong-coupling
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FIG. 6. Comparison of several TOF spectra for the cooled sam-
ple and the sample at room temperature, transformed to energy
transfer spectra AE = E; — E;. Energy loss (AE < 0) corresponds
to the creation of a phonon with phonon energy AE = fiw, and
energy gain (AE > 0) corresponds to the annihilation of a phonon.
RW and L stand for the Rayleigh wave and longitudinal phonon
modes, respectively.

CDW would not be uncommon for a one-dimensional surface
structure. A similar mechanism has also been suggested for
the CDW of In nanowires on Si(111) [57] which, however,
also shows a pronounced gap opening at the Fermi energy
[5,58]. Most importantly, the strong-coupling picture would
explain why a temperature-dependent distortion can appear in
a system with this particular spin texture for which it would
otherwise not be expected.

A phonon entropy driven phase transition typically gives
rise to a change in the phonon density of states, as recently
observed for the metal insulator transition in VO, [56]. HAS
can, in principle, be used to map the full surface phonon dis-
persion and is especially valuable because its high resolution
gives access to low-energy phonons. In the case of Bi(114),
the cross section for inelastic phonon scattering turned out
to be extremely small such that only spectra at a few values
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of the momentum transfer could be measured. TOF spectra
were recorded along the T’ — X azimuth with the sample at
room temperature and 7 = 113 K. The TOF spectra were
then transformed to energy transfer spectra which allows
inelastic- (phonon) scattering events to be determined. The
energy transfer AE = E; — E; was determined by the initial
energy E;, and final energy E; of the helium atom, energy
loss (AE < 0), and gain peaks (AE > 0) correspond to the
creation and annihilation of a phonon, respectively [35].
Figure 6 gives a selection of inelastic spectra measured at
different incident energies and angles. The most prominent
inelastic features are labeled as RW and L, based on the
experimentally and theoretically determined surface phonon
dispersion of Bi(111) along T' — M [35]. Although the data
do not give the full surface phonon dispersion, two important
conclusions can be drawn: First, we observe a significant
change in the phonon spectrum between the two phases.
Although the Jacobian scaling upon transforming from TOF
to energy transfer increases the height of the experimental
noise on the phonon creation side of the spectrum (AE < 0),
this can be clearly seen on the loss side by comparing the most
pronounced peaks at the two temperatures. Second, the low-
temperature phase generally shows more intense features on
the gain side (phonon annihilation) of the elastic peak, consis-
tent with a higher phonon occupation in the low-temperature
phase. Since the Bose factor for the low-energy acoustic
modes is not substantially different between both tempera-
tures, it indicates that the phonon density of states changes be-
low T,. Hence the observation of an enhanced intensity of the
low-energy acoustic surface phonon modes below T, is in line
with a strong phonon contribution to the transition entropy.

IV. CONCLUSION

In conclusion, we have reported the observation of a
dimerization transition below (245 £ 8) K on Bi(114). Such
a transition is highly unexpected even in the presence of a
perfectly nested one-dimensional Fermi contour because it
appears to be forbidden by the spin texture of the states
and the nonmatching nesting vector 2kr. Indeed, the transi-

tion does not involve the states near the Fermi energy, but
spectral changes at higher binding energy are observed. This,
as well as the short coherence length and significant changes
in the phonon spectrum, support the interpretation of the low-
temperature state as a strong-coupling CDW, illustrating that
such transitions are still possible in topological systems.

More detailed insight into the driving force of the phase
transition could, in principle, be gained by first-principles
calculations of the electronic structure, vibrational properties,
and electron-phonon coupling in the system, similar to the
work that has been carried out for In on Si(111) [57]. In
the present case, such calculations are extremely challenging
due to the large unit cell, the need to include the spin-orbit
interaction for an adequate description of the electronic states
and the need for a thick slab in the calculation in order to
decouple the deeply penetrating surface states. However, such
calculations could give unprecedented insight into role of
the spin-split surface states (if any) in a surface CDW of a
topological material.
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