PHYSICAL REVIEW B 100, 155434 (2019)

Electronic heat transport versus atomic heating in irradiated short metallic nanowires
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The two-temperature model (TTM) is commonly used to represent the energy exchange between atoms and
electrons in materials under irradiation. In this work we use the TTM coupled to molecular dynamics (TTM-MD)
to study swift heavy ion irradiation of Au and W finite nanowires. While no permanent structural modifications
are observed in bulk, nanowires behave in a different way depending on thermal conductivity and the electron-
phonon coupling parameter. Au is a good heat conductor and it does not transfer energy from electrons to
phonons too efficiently. Therefore, energy is quickly carried away from the track so that both electronic and
lattice temperatures remain quite uniform across the sample at all times. W has a lower thermal conductivity and
a larger electron-phonon coupling, thus supporting an inhomogeneous lattice temperature profile with tempera-
tures well above melting lasting several picoseconds in the irradiated region. Both W and Au nanowires display
radiation-induced surface roughening. However, in the case of W there is also sputtering and the formation of
a hole in the central part of the wire, purely due to the energy transferred to the atoms by the electrons. The
physical mechanisms underlying these findings are rationalized in terms of a combination of sputtering, vacancy

formation, and melt flow phenomena. The role of the electron-phonon coupling parameter g is analyzed.

DOI: 10.1103/PhysRevB.100.155434

I. INTRODUCTION

Radiation damage appears in scenarios from industrial to
space applications. It has been studied for decades in bulk us-
ing atomistic simulations, mostly in the regime of elastic nu-
clear collisions, resulting in collision cascades and radiation-
induced defects [1]. Electronic energy loss in this regime has
been considered using electronic friction [2,3] or more com-
plex schemes including explicit electrons at the tight-binding
level [4]. However, the regime in which the incoming radia-
tion deposits most of the energy into the electron subsystem
of the target has been studied less, partly due to the difficulties
which appear with the presence of electronic excitations. The
two-temperature model (TTM) [5,6] is commonly used for
nonequilibrium states between electrons and atomic cores.
The electron subsystem is modeled as a radiation-excited fluid
characterized by a spatially varying electronic temperature, T,
which obeys a diffusion equation. Electrons exchange energy
with the nuclei via electron-phonon interactions modeled as
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a term proportional to the temperature difference between 7,
and T;, with T; the lattice temperature. This relatively simple
model is sufficient to explain experiments on irradiation of
bulk samples, especially when atoms are described explic-
itly and their motion propagated via molecular dynamics
(MD) simulations [7]. Different theoretical approaches to the
TTM-MD model [8-18] have been developed, with great
improvements in the definition of the parameters in the model
such as electron-phonon (e-ph) coupling, electron thermal
conductivity, and electron specific heat thanks to the simulta-
neous advances in experimental techniques and computational
capabilities for ab initio calculations [19-25].

Although radiation damage has been studied extensively
in bulk, much remains to be understood in nanostructured
materials [26-29]. Theoretical and applied interests in nano-
materials are growing due to the extraordinary properties
arising at the nanoscale. For instance, irradiation of nanostruc-
tures has been shown to affect mechanical properties [30-32].
Among nanostructured materials, nanoporous foams display
radiation-resistance properties due to their large surface-to-
volume ratio which leads to surface defect sinks [29,33].
Noble-metal nanofoams, mostly Au and Ag, have been
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extensively studied [29,33], but nanofoams with body-
centered cubic (bcc) structure remain mostly unexplored. W
fuzz generated in fusion reactors is expected to take heat
loads that would crack bulk tungsten [34,35], and its radiation
damage must be studied [36]. However, most studies concen-
trate on damage due to elastic collision effects [1], with few
experiments [37] and simulations [38] in the regime where
electronic stopping is larger. There are no ions with significant
electronic stopping in current designs for fusion reactors, but
they have been proposed to mimic neutron irradiation [39].

To understand the behavior of nanofoams, they have been
considered as collections of connected nanowires (NWs), and
the behavior of individual irradiated NWs has been studied to
infer the behavior of the whole nanostructure [33,40-43]. An
aspect ratio between length and diameter in the range 1-3 is
typically used [33,41,44]. However, experiments on individ-
ual nanowires typically deal with much larger aspect ratios.
NWs are interesting per se, because they exhibit an important
dependence of properties such as plasticity [45] or irradiation-
induced defects [29,46] on size. For example, the in sifu ion
irradiation study by Sun et al. [47] revealed nearly defect-free
ZnO NWs for diameters of 30 nm or less. Currently, there are
methods able to build metallic NWs as thin as 5 nm [48].

We focus on gold and tungsten nanowires because they
are involved in industrial applications such as sensors, can-
cer cell imaging [49,50], and fuzz surfaces [51] arising in
fusion reactors. As for nanofoams, most experiments and MD
simulations [41,42,52,53] of NW irradiation deal with the nu-
clear stopping regime, without energy dissipation to electrons.
Defects and surface modification have been observed for MeV
irradiation of Ag NWs [54,55], Au NWs [56], Cu NWs [57],
and Ni and Co NWs [58].

When electronic stopping is large, electronic excitations
in NWs under irradiation present challenges that have not
been fully addressed yet. For example, since electrons are
confined to the nanostructure, an increase in surface scattering
is expected; thus e-ph coupling should change but it is not
clear how much or how compared to bulk. Recent experiments
show an increase in e-ph coupling in metallic nanofoams [59]
and thin films [60]. In addition, studies [61,62] show that the
electron thermal conductivity depends on NW diameter due to
the geometrically restricted electron motion.

The TTM-MD model for swift heavy ion (SHI) irradiation
aims to describe the radiation regime in which the energy loss
is mainly deposited in the electronic system (high stopping
power regime). When a SHI traverses a material it leaves
highly excited electrons in its wake. It is assumed that the en-
ergy lost by the ion per unit distance (the electronic stopping
power) is gained by the electrons in a local region defined as
the ion track. Thus the initial condition for a simulation is a
track with an elevated electronic temperature (7;) estimated
from the electronic stopping power (S,) of the ion, the cross-
section area of the track, and the electron heat capacity (C,).
Therefore the projectile is not part of the simulation, but the
effect of it through S, in the initial condition for the local
T, is. Finally, this electronic energy diffuses and couples to
the atomic motion, resulting in atomic heating and defect
formation.

Here we extend the TTM-MD model to consider damage
in finite nanowires irradiated by swift heavy ions. Section II

explains the methodology. Section III presents results on
irradiation of both W and Au NWs and discusses structural
modifications observed. Finally, Sec. IV summarizes the re-
sults and draws conclusions.

II. METHOD

We implement the TTM-MD approach to describe irradi-
ation of finite nanowires as schematically shown in Fig. 1.
The axis of the NW is in the z direction while irradiation is
taken perpendicular to it, so that the irradiation-induced ion
track is located at the center of the NW along the x axis.
The track is modeled by the number of electronic subcells
Naubeelis(rack) Which are approximately within a cylinder of
2.5 nm in diameter. This is an intermediate value for the
diameter according to a range of values between 2-3 nm
[63,64]. This cylindrical initial profile has been replaced by
Gaussian or other similar profiles in related works [65,66].
Since the irradiation is perpendicular to the wire, the length
of the track L,k corresponds to the diameter of the NW. The
elevated electronic temperature 7, in the track at the beginning
of the simulations is calculated using the formula

S e Ltrack

vsubcell N, subcells(track)

T,
= / C.(T)dT, (1)
0

where Vyypeen 1S the volume of each subcell of the electron grid
and C,(T) the electron heat capacity as in Ref. [21].

We consider two scenarios: a 30 MeV Au projectile in a
W NW and the same Au projectile with the same energy in
a Au NW. This projectile has a similar electronic stopping
power of ~10.8 keV/nm when passing through Au and W as
identified by a black circle in Fig. 2, where the corresponding
electronic stopping curves are shown according to SRIM [67].
Then, we are able to focus exclusively on the properties of the
target by considering the same gold projectile for both wires.
Initial electronic temperatures of 80 000 K and 64 000 K were
calculated using (1) for W and Au nanowires, respectively,
considering the ion track of 2.5 nm in diameter and S, ~
10.8 keV/nm.

To give a realistic description of the electronic thermal
transport away from the ion track, the electronic cell has
been extended beyond the MD cell to enable the transport
of the electronic energy away from the simulation cell (MD
cell) [65,66] (this is also considered for cascade simulations
[10,12]). The energy diffusion out of the nanowire would
depend on the environment where it is being studied. Ap-
pendix A shows different alternatives for the energy to diffuse
in different scenarios. In this work, the energy diffuses ac-
cording to the geometry shown in Fig. 1, with a square prism
geometry inside and outside the MD cell. Two extensions for
the electronic grid have been considered (comments in Ap-
pendix B). Vacuum cells do not contain any material (cores or
electrons); hence there is no heat transfer to/from these cells.
T, is set to zero for these cells as seen in Fig. 1. This is similar
to a zero heat flux boundary condition for those cells, and
this simplification of the problem allows for fast calculation of
finite systems. There are other schemes to deal with boundary
conditions involving heat flux, including those sometimes
used in laser ablation TTM-MD simulations [14,15,18]. For
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FIG. 1. Schematic of the simulation geometry. The atomistic NW is inside the rectangle of thick black lines (MD cell) and the overlying
grid represents the cells of the electronic domain for the finite-difference solution of 7,. In addition, the blank spaces represent the subcells for
which 7, = 0 (there is no energy transfer with them). The irradiation-induced ion track is modeled by the number of electronic subcells (shown
in red to account for an elevated 7,) which are approximately within a cylinder of 2.5 nm in diameter (yellow circumference). The track is
located at the center of the NW, assuming normal incidence. The axis of the NW is z, and the track sits along the x axis. Thick black lines
represent periodic boundary conditions for both MD and electronic cells. The energy transport by electronic heat conduction is restricted to a
square prism geometry as denoted by the solid blue lines. This shape is identified within the cross section of the electronic cell on the right.
Dashed blue lines at the extremes of the electronic cell are boundary conditions with constant 7, = 300 K in this work.

the rest of the cells in our system, 7, varies according to the
heat diffusion equation, using a finite-difference (FD) scheme.
Finite-temperature  electronic subcells contain the
nanowire during the whole irradiation process, with the
exception of relatively small amounts of sputtered material.
Atoms entering the vacuum cells around the region of interest
lose energy and get frozen because the local Langevin
thermostat [13,15] has T, = 0 there. This is acceptable for our
studies of ion irradiation, where sputtering is relatively small
and there is no molten material moving into these vacuum
cells, but it might not be adequate for laser ablation studies,
where a significant fraction of the sample would move far
away from the original surface [15]. If there is interest in the
outgoing material, our method could be adapted to follow it.
It would present its own challenges (as denoted in previous
works [15,16,23]), which are beyond the scope of this work.
Dirichlet [10,12,65] and Robin [66] boundary conditions
have been applied at the extremes of the electronic cell
allowing heat absorption. Here we assume that at the end of
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FIG. 2. Electronic stopping curves in Au and W for a gold
projectile according to SRIM [67]. Black circle: S, ~10.8 keV/nm
corresponding to a 30 MeV Au projectile.

the grid a bath keeps the electronic temperature fixed. The
model was implemented as a modification of the TTM-MD
model in LAMMPS [68].

Here we choose an aspect ratio ~3 between length and
diameter, with both tungsten and gold NWs of 3.9 nm di-
ameter and 11.2 nm length, corresponding to ~9000 atoms.
Nowadays, it is possible to achieve experimentally this size
[45,69]. The embedded-atom-method (EAM) [70,71] poten-
tials w_eam4.fs [72] and Au_Colla.eam.alloy [73] were used
to describe the interaction among tungsten and gold atoms,
respectively. Initially, the wires were energetically minimized
and thermalized to 300 K.

The electron thermal conductivity is calculated as
K, = %vaCete, where vy is the Fermi velocity, C, is the
electron heat capacity, and 7, is the electron relaxation time.
From Matthiessen’s rule, ., can be expressed as the sum
of both electron-phonon and electron-electron scatterings.
Expressions for 7, fitted to experiments are given for W
and Au [74,75] as well as values for v;. C, for Au and W
was computed as a function of the electronic temperature
[20,21] using first-principles density functional theory. The
dependence of C, on the electronic temperature was fitted to
an analytical form for the sake of speeding up simulations.
The expressions are the following:

355

C(T) = (32'63 - 1 (1/10000)—0.5899406 ) x 10° Jm™ Kil’
e

@)
65.4

CAT) = <50.939 - (,,/,mom_,_,w) x 10> Tm3 K™!,
1+ e oo

3

e

where (2) is for W and (3) is for Au. Data and fitted curves are
shown in Fig. 3.

Using the Boltzmann transport formalism and assuming
that electrons were the only carriers of heat, Stewart et al. [61]
found that in situations where the diameter of the wire was 10
times the electron mean-free path or less, the electron thermal
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FIG. 3. Electron heat capacity C, as a function of electronic temperature for W (left) and Au (right). Black dashed lines: Tabulated data
[20,21]; red solid lines: fitted curves for W and Au corresponding to Eqs. (2) and (3), respectively.

conductivity of the wire was shown to be appreciably different
from bulk values. In this work, the electron mean-free paths
are on the order of 25 nm [76,77], much larger than the dimen-
sions of the NW (in particular, much larger than the diameter
of the wires). Then, following Stewart et al. [61], it can be
seen, from the electron thermal conductivity versus diameter,
that in our case the thermal conductivity can drop by one
order of magnitude compared to bulk. Therefore, for NWs,
the electron thermal conductivity was taken as 0.1K,, with K,
the bulk value. Nevertheless, calculations have been done for
NWs using K, in Appendix B. The e-ph coupling is also given
for Au and W in Ref. [21], being 2.61 x 10'® W/m? K and
1.65 x 107 W/m3 K for bulk, respectively. Although these
values are relatively well known, those for nanostructures
could be very different. Values up to 20g, with g the bulk value
for the e-ph coupling, have been used to explain experiments
in Au thin films [60]. Laser irradiation of metallic foams is
still poorly understood, since the behavior of the electronic
system after irradiation may deviate from that of a bulk metal.
In view of the uncertainties of the parameters describing the
electron system and its coupling to the atoms, different scaling
factors were used for the electron thermal conductivity and for
e-ph coupling in a previous study [78] to study laser ablation
in a Au nanofoam. The electron thermal conductivity was
assumed to be smaller than in the bulk, due to restrictions
of electronic motion in the ligaments; however, it was not
clear whether the e-ph coupling was enhanced or decreased
with respect to bulk values. For nanowires, an increase of
scattering is supposed to take place at the surface of them;
hence a larger e-ph coupling could be expected [28]. Due to
the lack of experiments in the regime dominated by electronic
stopping needed to generate the conditions explored in this
work and the uncertainties in the e-ph coupling parameter,
here, we consider values of g, 3g, 6g, and 10g for Au and W
NWs, taking 6g as reference in the text. As the results are
mentioned, connections are established with the other values.

Each electronic grid cell had a volume of 1.95 x 1.95 x
0.8 nm? for Au, and 1.9 x 1.9 x 0.9 nm? for W, with 5 x 5 x
29 cells for Auand 5 x 5 x 25 for W. A MD time step of 0.01
fs has been used for all simulations. The time step associated
with the spatial discretization of the electronic domain for
the FD solution of 7, is calculated internally in LAMMPS
[68] in order to satisfy the von Neumann stability criterion.
Simulations were conducted until the atomic temperature was

well below the bulk melting temperature. On the possibility of
pressure waves reflected at the boundaries (Fig. 1) having an
effect on the damage, we show in Appendix C that there is a
short transient pressure pulse. The bounce of this relatively
weakened pulse does not contribute to the damage already
done. Defect analysis and visualization were performed using
the graphical package OVITO [79]. A version of the modified
TTM-MD fix is available for download “as is” [95].

III. RESULTS AND DISCUSSION

Figure 4 shows the average atomic and electronic temper-
ature profiles along the z axis for W and Au NWs for the
parameters 0.1K,, 6g. We show them at 2, 10, and 20 ps. At
2 ps the curve of maximum temperature for the atomic cores
is observed and, since melting takes place until ~14 ps and
then recrystallization begins, the profiles are displayed at a
previous time and at a later time. These characteristic times
change when we vary the parameters of the model as denoted
in Appendix B. Melting points for Au and W are ~1350 K
and ~3600 K, respectively. To know whether the systems are
molten or crystalline, the radial pair distribution function g(r)
implemented in OVITO [79] is considered, as exemplified for
the W NW in Appendix D.

The atomic temperature for each subcell of the grid is
defined by the average kinetic energy of the atoms within
the cell [10,12]. Corrections due to removal of center-of-mass
motion are small in our simulations, on the order of 1%-—
2% from selected simulations, and were not included in the
calculation of temperature profiles.

Localized heating from electrons to atoms occurs in the
W NW, while it is not observed in the Au NW, as shown in
Fig. 4. The decay in time of the electronic temperature in the
Au NW is abrupt compared to that in the W NW. This leads
to a nearly uniform electronic temperature along the Au NW
at 2 ps (~2500 K from —5.6 nm to 5.6 nm), and to a more
uniform temperature below 1000 K at 20 ps. During the early
stages following irradiation some atoms have enough energy
to move between subcells, resulting in fluctuations observed
in the atomic temperature spatial profiles (Fig. 4), since atoms
leaving/entering a cell carry a kinetic energy different from
the average in the cell at a given time. These fluctuations
would disappear with short time averaging of the temperature
profiles and are more evident in Au, due to its relatively flat
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FIG. 4. Average atomic and electronic temperature profiles along the NW axis (z axis) for different times, for W (left) and Au (right)
NWs. The profiles correspond to the parameters 0.1K,, 6g. The outer surfaces of the NWs, constructed by the algorithm “Construct Surface
Mesh” [86] implemented in OVITO [79], are shown below the curves (the NWs have already returned to temperatures close to 300 K). There
are single vacancies in the W NW along with a hole in the center. Each vacancy is represented by a cube of 8 atoms: tungsten atoms, which

have a body-centered cubic crystal structure, have an atomic volume of 15.6 A by doing the Voronoi tessellation implemented in OVITO
[79]. Therefore, if the atom of the center is missing (vacancy) then the 8 surrounding atoms have larger Voronoi volumes, as identified in the

corresponding legend.

temperature profile. Below 1000 K, when atoms generally
do not have sufficient energy to move between subcells, the
fluctuations in the curves start to disappear as seen for the
curve at 20 ps. By contrast, there is still a temperature spike
at 2 ps for the W NW. This spike disappears at 5 ps, although
the electronic temperatures are not yet uniform even at 20 ps.
They become uniform, with values below 500 K after 80 ps. It
is remarkable that no matter which set of parameters is chosen,
within reasonable bounds, there is localized heating from
electrons to atoms in the W NW as identified in Appendix B.
This does not happen in the Au NW. In Fig. 10, we show the
atomic profiles of maximum temperature for both NWs for
bulk parameters. This local heating process that takes place
in the W NW is of considerable relevance in terms of physics
because it is commonly assumed that first thermal equilibrium
of the electrons is reached and then energy is transferred to the
atoms.

An interesting point arises regarding the heating of the
atoms. Figure 5 shows that the temperature increased sharply
as expected in the center of each NW but the heating continues

0 nm WNW ==
5.6 nm WNW s
- 0 nm AUNW  s—
3 5.6 nm AuNW msnmn
4 L
3
g 3t
=
2 L
! “mnlll“““":::ﬂ w‘.“)*m'
0 nuunn“‘::ﬁ “““ul“‘ ‘

Time (ps)

FIG. 5. Temporal evolution of the ratio 7 /Ty, where Ty is
the corresponding melting temperature for Au and W, and T is the
average atomic temperature (with respect to the z axis) for the center
(0 nm) and one end (5.6 nm) of each NW.
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WNW

AuNW

FIG. 6. Cross section and rotated view of the outer surfaces of
the W (left) and Au (right) NWs. The surfaces have been constructed
at the end of the simulations when the NWs have already returned to
room temperature.

for a few picoseconds, unlike many thermal spike simulations
which considered nearly instantaneous heating. In addition,
the local character of the heating in the W NW is reflected in
the corresponding curves due to the huge temperature increase
in the center compared to the extremes. The noise associated
with the O nm curve is due to sputtering and the formation
of the hole in this region. The simulation showed a sputtering
yield of 227 atoms for the W NW. In Au, the fast homoge-
nization of the atomic temperature explains the fact that the
difference between both curves is small. No sputtering was
observed for the Au NW. We note that the sputtered atoms in
W are mostly grouped in small clusters, as has been reported
from thermal spikes in metals using EAM potentials [80].

For both NWs, the curve of maximum temperature for the
atomic cores is observed at roughly 2 ps, but only between
—2.8 nm and 2.8 nm is the profile over the melting point for
the W NW, compared to the Au NW, for which the atomic
temperature is entirely above the melting point along the
wire as seen in Fig. 4. Melting starts at the track, and the
temperature profiles become increasingly uniform as seen at
10 ps. The profiles are below the melting temperature at 20
ps during recrystallization, which continues until both return
close to room temperature. Melting could lead to welding of
NWs using an ion beam as the localized heating source, as
reported for proton irradiation of Ag NWs [55].

To visualize the final NW shape, their outer surface is
defined by a meshing algorithm using the OVITO software
[79]. In Fig. 6, we observe a modest and uniform change
in roughness for the Au NW, while for the W NW, there
is a drastic and localized change in roughness, reflected in
the formation of the hole and craters in the center, better
appreciated from a rotated view of the outer surface.

Recently, Wang et al. [37] observed a large roughness
increase in nanoporous Cu samples, attributing this increase to
sputtering. Shang et al. [54] proposed that roughening of Ag
NWs under irradiation is due to the diffusion of defect clusters

@) °
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FIG. 7. (a) Slice of 3.16 A width of the W NW along the z axis
close to the center. The cut is taken at the end of the simulation.
The algorithm “Displacement Vectors” implemented in OVITO [79]
was used to determine how much the atoms moved with respect
to their initial positions at the beginning of the simulation. Atoms
that have displaced 10 A (1 nm) or more are shown in red. Among
them are those being part of the sputtering yield and those that have
moved from the ion track region to the surface. The corresponding
displacement vectors for the latter are displayed in (b) with the same
red color but with reduced size so that the arrows stand out. To better
appreciate the melt flow process, the arrows are scaled by a factor of
0.24 and the outer surface (orange) for the slice is displayed.

to the surface, the radiation dose being very high at 1 dpa
(displacement per atom) [1] in their experiment. Moreover,
Cheng et al. [56] proposed that the surface features they
observe in Au NWs, including craters, are due to plastic flow
or to microexplosions. In our simulations, roughening occurs
due to sputtering and melt flow, making it different from
these previous studies. Thus, it is not only due to sputtering,
but a combination of sputtering and melt flow, as shown
in Fig. 7(a). Also, we are simulating the passage of only
one projectile through the wire; therefore, the radiation dose
is not significant. Finally, microexplosions and dislocation-
driven plastic flow are not seen in the simulations. We note
that homogeneous dislocation nucleation in bulk W requires
shock pressures over 100 GPa [81]. For W nanowires, the
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elastic limit is 25.4 GPa, for a square cross section of 2.5 nm
side [82]. From Fig. 13, the maximum compressive pressure
in our simulations is less than 15 GPa at the track border,
becoming tensile after 1 ps. Nearly 5 nm away from the
center of the track, the pressure only reaches values slightly
above 5 GPa during about 1 ps. Those stress values applied to
such small regions during very short times are not enough to
drive heterogeneous dislocation nor twin nucleation from the
surface of the NW, nor from the solid-melt front. The energy
transfer from electrons to atoms in the W NW with its local
character leads to a process with enough energy to eject atoms
out of the wire (sputtering yield) and to displace others from
the track zone toward the surface (melt flow). In fact, this
gives rise to crater formation and the development of a hole
in the center of the wire. As a result, there are local changes
in roughness. To better appreciate the melt flow, displacement
vectors (arrows) for the atoms that have moved 1 nm or more
from their initial positions are shown in Fig. 7(b).

For the electronic regime, Khara et al. [66] simulated
tracks in bulk W using the TTM-MD approach and found
no defects at the end of simulations for S, < 40 keV/nm,
while in our simulations, a few single vacancies are left inside
the W NW for S, ~ 10.8 keV/nm. This difference on defect
formation between a bulk system and a finite nanostructure
has also been observed for an alternative approach such as
the primary knock-on atom (PKA) for MD simulations of
Au NWs [43]. These showed defect production dependent
on the PKA distance from the surface of the wires, while
for Au bulk, defect production is position-independent of the
PKA. In particular, vacancy production is affected while for
interstitials there is no significant change.

All simulations for the W NW for g, 3g, 6g, and 10g show
sputtering, surface cratering, and point defect formation (even
if the electronic cell extension is doubled). Due to the small
NW diameter, the vacancies are expected to disappear due
to high enough diffusivities [83,84] (10~3 to 107% nm?/ps) in
less than 1 ws. The development of the hole in the central zone
takes place from 3g onward.

For the Au NW, only uniform changes in roughness are
observed in all cases. This is consistent with the recent results
by Briot et al. [85] for in situ TEM of MeV irradiation
of nanoporous gold. They find no defect accumulation in
filaments as small as 3 nm, for 10 MeV self-irradiation.

IV. SUMMARY AND FUTURE OUTLOOK

TTM-MD, based on an inhomogeneous Langevin thermo-
stat [13] to account for the heat transfer between the electronic
and atomic subsystems, has been used for irradiation by SHI
in bulk [87]. Inclusion of vacuum cells is possible [15], and
the TTM grid can be extended to better account for electronic
heat conduction [10,12,65,66]. These two modifications are
used jointly here, and offered as a freeware modification to
the LAMMPS software package [68]. Although here we focus
on finite nanowires, this extended implementation makes it
possible to treat irradiation of other finite systems such as
clusters and nanorods.

NWs with 3.9 nm diameter and 11.2 nm length are studied
here. Nanosize effects tend to increase e-ph coupling and
decrease electron conductivity. The present simulations take

both into account. Irradiation was modeled as a 2.5 nm
diameter cylindrical track perpendicular to the axis of the
wire, with electronic temperatures corresponding to S, below
20 keV/nm. After the track appears, atomic temperature
increases sharply in the NW center, as expected. Heating con-
tinues during a few picoseconds, unlike some thermal spike
simulations which consider nearly instantaneous heating. The
large conductivity of Au leads to fast spread of atomic heating,
with the whole NW displaying a relatively uniform temper-
ature. This is not the case for W, where there is localized
heating at the track, with large temperature gradients.

The hot track leaves behind only a few point defects for the
stopping power range studied here. Considering typical point
defect diffusivities [83,84], the latter are expected to migrate
to the surface and disappear, leaving behind a defect-free
nanowire interior. This would mean that nanowires are in
fact “radiation resistant,” in the same spirit of the radiation
resistance of nanofoams under keV irradiation [28]. However,
the topology of the wire is not left intact for large S.. The large
temperature gradients lead to fast ejection of atoms from the
track, in turn leading to a crater with a rim that partially heals
as the wire cools down. This produces significant roughening,
in addition to roughening produced by melt flow. For larger
nanowires, extended defects crossing the wire, like stacking
faults, might be possible.

For the Au NW, there is no defect formation but only
uniform changes in roughness. This is consistent with re-
cent results by Briot et al. [85] where they found no defect
accumulation in filaments as small as 3 nm, for 10 MeV
self-irradiation in nanoporous gold.

In this work we focus on NW irradiation, but we can antici-
pate what would be expected regarding mechanical properties
after irradiation. For “low” S, track heating would lead to
surface smoothing which could in turn diminish the number
of dislocation nucleation sites, increasing the elastic limit
of the NW [88]. However, large S, leads to increasing NW
roughening which could modify the elastic limit and yield
strength. Larger NWs would accumulate defects and behave
differently: for 200 nm diameter Cu nanowires, strength was
increased by irradiation [57].

The electronic grid was extended well beyond the atom-
istic cell with a square prism shape keeping the electronic
temperature fixed at the extremes. This shape might be more
complex for a NW in a nanofoam or in contact with substrates.
Moreover, the energy dissipation may have to enter differently
from fixed temperature at the extremes. Future work will focus
on the structural changes of irradiated W NWs, with these
being taken as building units of W nanofoams.

This TTM-MD model includes more flexibility to treat
nanoscale systems but there are still several issues to consider,
as discussed in what follows. Nuclear stopping effects are
neglected, but could play a role in defect generation [87].
Application to insulator and semiconductor nanostructures
is possible, although semiconductor systems would require
inclusion of the band gap [89]. Also, there is agreement about
the need for corrections when the characteristic length of the
nanostructure is less than the electron mean-free path [61,62].
In addition, there is no indication of how much the e-ph
coupling would change for finite systems, with some exper-
iments indicating an increase [59,60], while others indicate

155434-7



J. GROSSI et al.

PHYSICAL REVIEW B 100, 155434 (2019)

)’L
h

z

FIG. 8. Alternative schematics. Top: The energy transport by electronic heat conduction is restricted to a square prism geometry
surrounding the NW inside the MD cell while it follows a square pyramid geometry outside the MD cell as denoted by the solid blue lines.
This combined geometry is identified within the cross section of the electronic cell on the right. % is the extension of the pyramid shape outside
the MD cell and b is the length of each side of the blue square. Bottom: The energy transport outside the MD cell follows a rectangular prism
as denoted by the solid blue lines. # is the extension of the prism outside the MD cell while b and c are the lengths of the rectangular shape.
In both cases, dashed blue lines at the extremes of the electronic cell could be fixed boundary conditions or any other possibility that can be

implemented in the code.

a decrease [90]. For nonhomogeneous systems, like a matrix
with nanoparticles [91], these values could change dramat-
ically from one material to another. Finally, e-ph coupling
could be applied to phonon branches, and this would change
temperature evolution in the sample [92].

New experiments in the regime dominated by electronic
stopping are needed to generate the conditions explored in
these simulations, in the case of W modifying NW roughness
but at the same time smoothing small surface features due to
intense localized spike heating.
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APPENDIX: A

Figure 8 shows two alternatives for the energy transport
outside the MD cell. For nanofoams, taken as collections of
connected nanowires, one could consider that each NW is
actually connected to some wider junction of atoms. A pyra-
midal shape could be used to account for this wider junction.
Moreover, energy dissipated through finite-support substrates
could be modeled using a rectangular prism shape. Fixed
boundary conditions at the extremes of the electronic cell were
used in this work but other options could be implemented.

APPENDIX: B

Characteristic times associated with atomic dynamics, such
as melting and recrystallization, change when we vary the
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FIG. 9. Left and right: Curves of maximum temperature for the atomic cores along the z axis for W and Au NWs for different electron-
phonon coupling parameters, with g the bulk value. As the coupling increases enough, the maximum is greater and is reached in less time.
Thus, at 1 ps (orange) the maximum is reached for 10g, at 2 ps (red) the maximum is reached for 3g and 6g (solid lines with and without
circles, respectively), and at 4 ps (magenta) the maximum is reached for g. We have 0.1K, in all cases. Bottom: Values of the ratio Tiax/Tmelt
for different values of the electron-phonon coupling for W and Au NWs. T, corresponds to the highest temperature value of each curve
of maximum temperature and T}, is the corresponding melting temperature for Au and W. When the coupling is increased by one order of
magnitude from g to 10g, T,,.x increases by a factor of 2.3 for W NW and 3.9 for Au NW. Dashed line for T.x/Timerr = 1 is shown.

parameters of the model. First, we address the results asso-
ciated with changes in e-ph coupling and electron thermal
conductivity and, finally, those due to changes in the electron
grid extension.

1. Influence of electron thermal conductivity and
electron-phonon coupling

Figures 9, 10, and 11 show atomic profiles of maximum
temperature for W and Au NWs for different combinations
of e-ph coupling and thermal conductivity. In Fig. 9, we
change the coupling parameter without varying the electron
thermal conductivity (0.1K,). The same is done in Fig. 10
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but now for K,. Finally, the coupling is kept constant and
the electron thermal conductivity is changed in Fig. 11. One
important thing to take into account is that there is a localized
heating from electrons to atoms in the W NW, even when the
parameters are changed, whereas this does not happen for the
Au NW in any case.

The time associated with the curve of maximum temper-
ature of the atomic cores is altered when the e-ph coupling
parameter is changed as shown in Fig. 9. As the coupling
increases enough, the maximum is greater and is reached in
less time. In addition, when the coupling is increased by one
order of magnitude from g to 10g, the highest temperature
value increases by a factor of ~2 and ~4 for W and Au

AuNW
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w7,
0.6 iy W%,
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FIG. 10. Average atomic temperature profiles along the z axis at 2 ps for W and Au NWs. Solid lines: K, and g; dashed lines: K, and 6g.
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FIG. 11. Average atomic temperature profiles along the z axis at 2 ps for W and Au NWs. Solid lines: 0.1K, and 6g; dashed lines: K, and

6g. The same color coding is used as in Fig. 4.

NWs, respectively. On the other hand, there is neither melting
nor recrystallization in the Au NW when considering bulk
electron thermal conductivity even if a larger e-ph coupling
is used as shown in Fig. 10. For the W NW the situation
is different for larger couplings, where for 6g melting takes
place until &3 ps. Figure 11 shows that the atomic temperature
profiles drop abruptly when using bulk thermal conductivity.

2. Influence of electron grid

Atomic and electronic temperature profiles at 10 and
20 ps from Fig. 4 for both NWs are used to perform the analy-
sis. Electronic grids taken as Au(5 x 5 x 29), W(5 x 5 x 25)
were used for the calculations. We call this set of grids
the SEG (small electronic grid) and consider now an-
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other set, the BEG (big electronic grid), as Au(5 x 5 x 43),
W( x 5 x 37). Figure 12 shows that the decay of the elec-
tronic temperature profiles for the BEG is slower than for the
SEG. This is because the electrons (energy) have more space
to diffuse in the case of the largest cell before they reach
the sinks, which are fixed temperature boundary conditions;
hence there is more energy in the electronic subsystem com-
pared to the small cell, at the same time making the profiles
higher. This slow decay is also reflected in the atomic subsys-
tem where the temperature curves are over the melting point
even at 20 ps in contrast to the SEG case. In fact, this sug-
gests that the annihilation of defects (when these are formed)
could be affected by the fixed boundary conditions and the
electronic cell extension according to this geometry, which
indicates that if the melting continues for longer, more defects

AuNW
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10 =—
10 —=—
20
1 20
<
E
g
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/ \
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FIG. 12. Average atomic and electronic temperature profiles along the z axis at 10 and 20 ps for W and Au NWs. Solid lines without
symbols: 0.1K,, 6g, and small electronic grid (SEG); solid lines with squares: 0.1K,, 6g, and big electronic grid (BEG). The same color coding

is used as in Fig. 4.
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FIG. 13. P, for the W NW at different times, at —1.1, —3.3,
and —5.6 nm according to the z axis. Curves were obtained by
using the algorithm “Bin and Reduce” implemented in OVITO [79].
Bins are defined by cutting the MD simulation box in a certain
direction. In our case, we cut in the z direction considering 11
bins of 9.4 nm x 9.4 nm x 1.1 nm each. We sum the output of the
atomic stress P,,; from MD, which includes the atomic volume V;,
ViP,, ;, for all the atoms inside a bin and divide this value by the bin
volume by using the command “sum divided by bin volume,” which
is part of the algorithm. In addition, we divide the latter by the solid
volume fraction (given by the algorithm “Construct Surface Mesh”
[86]), which represents the solid volume of the wire with respect
to the total volume of the bin across the simulation box. The solid
volume fraction changes ~8% during the simulation time due to the
expansion of the material.

could be annihilated allowing the structure to recover quickly.
Future work will focus on irradiated W NW in nanofoam, for
which the first schematic of Fig. 8 will be considered, where
the energy transport follows a pyramidal shape outside the
MD cell. In addition, fixed boundary conditions will be used
to see whether they have any impact on the results.

For the Au NW, the maximum electronic temperature can
be lower than the maximum atomic temperature as seen
in Fig. 12. This can be explained considering two factors:
the electron thermal conductivity and the fixed temperature
condition for the sinks at the extremes of the electronic cell.
The electron thermal conductivity of Au, much higher than
the atomic thermal conductivity, leads to a huge amount
of energy lost at the sinks due to the simple condition of
fixed temperature. A more realistic boundary condition would
reduce the large fluctuations in the energy flow between the
electronic and atomic subsystems, and decrease the tempera-
ture difference between them.

APPENDIX: C

P, profiles are shown for the W NW in Fig. 13, at early
times and along the wire axis: close to the ion track, in the
middle between the track and the end of the NW, and at the
end of the wire. As mentioned in the Results and Discussion
section, the pressure values observed in Fig. 13 are insufficient
to generate defects such as dislocations.

FIG. 14. Outer surfaces of the W NW at 1, 1.5, and 2 ps (from
left to right), only considering atoms with potential energy smaller
than —6 eV and coordination larger than 5, which removes sputtered
atoms. The surfaces were constructed using the algorithm “Construct
Surface Mesh” [86] implemented in OVITO [79], using a probe
sphere of 0.37 nm.

Near the track, at —1.1 nm, there is a fast decay of the
profile until 1 ps because the hole opens in the middle of the
wire as seen in Fig. 14. Stress stays negative during several ps
due to the opening of the crater, but after 100 ps is —2 GPa,
which is a typical value for a surface in a nanostructure, for
instance in a metallic foam [93]. At —3.3 nm, the traveling
pulse reaches a maximum of 5 GPa at 1.1 ps. Then, after the
pulse has passed and the pressure has returned close to 0 GPa,
the maximum P, ~ 8.7 GPa is reached at the end (—5.6 nm)
of the wire at 1.5 ps. It is difficult to avoid reflection of the
pressure wave at the NW boundaries. In this case, the wave
is a short nonsteady pulse, and the pressure magnitude and
timescales are too short to impact the NW microstructure.
For instance, there is a bump in the pressure at —3.3 nm and
1.9 ps, which is likely due to such reflection, but the maximum
P, at that point is ~2 GPa, decaying to 1 GPa at 2 ps.

In summary, the hole starts opening at 0.7 ps, and at 1 ps is
already large, as seen in Fig. 14, while the peak of the pressure
pulse reaches the end of the wire at 1.5 ps, when the hole has
already opened considerably. When the pulse returns near the
center of the track, the maximum pressure of 2 GPa lasts only
for 0.1 ps and decays to 1 GPa at 2 ps. Therefore, the pulse
is not responsible for the formation of the hole. In addition,
when the pulse returns, there is no significant contribution to
the development of the hole, first, because the hole has already
formed at 2 ps, as shown in Fig. 14, and second, because
pressure decays very fast.

APPENDIX: D

The usefulness of the radial pair distribution function g(r)
implemented in OVITO [79] to help determine whether the
system is molten or crystalline is exemplified for the W NW in
Fig. 15. We also follow the slope of the average mean-squared
displacement over all atoms of the wire between —2 and 2
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FIG. 15. Radial pair distribution function g(r) at 0, 2, and 250 ps of the W NW along the z axis between —2.8 and 2.8 nm. This function is a
measure of the probability of finding a particle at a distance  given that there is a particle at position 0. It basically accounts for the interparticle
distances and is normalized by the density of particles (total number of particles divided by the MD simulation box volume). g(r) is computed
by the algorithm “Coordination Analysis” implemented in OVITO [79]. g(r) is useful to determine whether a system is crystalline or molten,
the former by looking at the ordered arrangement of atoms through the peaks at specific distances as seen in (a) and (c), and the latter where
there is a considerable lack of order in the pattern as in (b). Therefore, the region of the W NW between —2.8 and 2.8 nm is molten at 2 ps
and has already recrystallized at 250 ps. To visualize these stages, a center slice of this region along the z axis is shown at the corresponding
times. Within the “Dislocation Analysis” module implemented in OVITO [79], a structure identification is perform: the analysis consists of
looking at the local environment of each atom in order to identify those forming a perfect crystal lattice. Atoms in blue are identified as bce
atoms while those in yellow are atoms with an unidentified structure. Surface atoms and atoms during melting are colored in yellow.
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nm along the z axis (containing the track region). The slope
is ~#10~7 m?/s, between 1 and 8 ps after bombardment. This
value is consistent with liquid metals at similar temperatures
[94], as expected from a track which reaches 3-5 T, and
consistent with the structure in Fig. 15(b). At times after 20

ps, the slope decreases to zero within our simulated times,
indicating re-solidification. Figure 15(c) accounts for this,
showing the structure at the end of the simulation. Future stud-
ies might follow the detailed evolution of the re-solidification
process, which is beyond the scope of this paper.
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