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We assess several recently developed dispersion-corrected exchange-correlation functionals [PBE + VV10L of H. Peng and J. P. Perdew, Phys. Rev. B 95, 081105 (2017); SG4 + VV10m of A. V. Terentjev et al., Computation 6, 7 (2018); and PBEsol+VV10s of A. V. Terentjev et al., Phys. Rev. B 98, 214108 (2018)] for the adsorption of a noble-gas atom/monolayer as well as a graphene on the $\mathrm{Cu}(111), \operatorname{Pt}(111), \mathrm{Pd}(111)$, and $\mathrm{Ag}(111)$ close-packed surfaces. Most of these systems are characterized by weak interactions between the surface and the atom/monolayer, where the van der Waals interaction dominates. Here we investigate the above mentioned dispersion-corrected exchange-correlation functionals using atomic orbitals instead of plane waves applied in earlier works. We find that PBEsol+VV10s is an optimal functional for such hybrid interfaces, being accurate for both the equilibrium distance and the adsorption energy and providing realistic potential-energy curves. Moreover, we also show that PBEsol+VV10s and SG4+VV10m are both very accurate for the investigation of surface formation energies of all transition metals under consideration.
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## I. INTRODUCTION

In the Kohn-Sham (KS) density functional theory (DFT) [1,2], the exchange-correlation (XC) energy functional,

$$
\begin{equation*}
E_{x c}\left[n_{\uparrow}, n_{\downarrow}\right]=\int d \mathbf{r} n(\mathbf{r}) \epsilon_{x c}(\mathbf{r}) \tag{1}
\end{equation*}
$$

accounts for all many-body effects beyond the Hartree method and must be approximated. Here $\epsilon_{x c}(\mathbf{r})$ is the XC energy per particle and $n=n_{\uparrow}+n_{\downarrow}$ is the electron density, $n_{\uparrow}$ and $n_{\downarrow}$ representing spin-up and spin-down electron densities, respectively.

Semilocal XC functionals, such as generalized gradient approximations (GGAs) [3] and meta-GGAs [4], are the most used in electronic-structure calculations of solids, because of their accuracy and little computational demand. While GGAs are based on the knowledge of the electron density and the electron-density gradient, meta-GGAs are derived from the knowledge of the KS kinetic-energy density as well.

Semilocal XC functionals, which are all characterized by a localized XC hole density [5,6], can recognize various types of interactions and density regimes, such as covalent, metallic, and some short-ranged weak bonds [4,7-9], can be utilized for an accurate description of surface asymptotics [10], and can describe the dimensional crossover of the XC energy [11-13] for various confinements [14]; but they cannot possibly describe correctly van der Waals (vdW) interactions even at short range [15]. Whenever vdW interactions play a role, one can use the so-called DFT-D semiempirical approach [16-29], which is based on the cancellation of various errors especially
at a short range [15]. We recall that DFT-D introduces a force-field correction to the semilocal result, of the form

$$
\begin{equation*}
E_{\mathrm{vdW}}=s_{6} \sum_{\text {pairs }} E_{\mathrm{vdW}}^{\mathrm{LR}}(R) f_{\mathrm{dmp}}(R), \quad E_{\mathrm{vdW}}^{\mathrm{LR}}=-\frac{C_{6}}{R^{6}} \tag{2}
\end{equation*}
$$

where $R$ is the interatomic distance, $s_{6}$ is a scaling factor dependent on the semilocal functional, $f_{\mathrm{dmp}}(R)$ is a damping function, and $E_{\mathrm{vdW}}^{\mathrm{LR}}$ represents the long-range vdW interaction with $C_{6}$ being the dispersion coefficient for each atom pair.

Another approach for adding dispersion effects to a semilocal functional is the so-called Rutgers-Chalmers method [30-35], which uses a nonlocal vdW correlation functional of the following form:

$$
\begin{equation*}
E_{c}^{\mathrm{nl}}[n]=\int d \mathbf{r} n(\mathbf{r}) \varepsilon_{c}^{\mathrm{nl}}[n]=\int d \mathbf{r} \int d \mathbf{r}^{\prime} n(\mathbf{r}) \Phi\left(\mathbf{r}, \mathbf{r}^{\prime}\right) n\left(\mathbf{r}^{\prime}\right) \tag{3}
\end{equation*}
$$

where the kernel $\Phi\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\Phi\left[n(\mathbf{r}), n\left(\mathbf{r}^{\prime}\right), \nabla n(\mathbf{r}), \nabla n\left(\mathbf{r}^{\prime}\right)\right.$, $\left.\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right]$ recovers exact conditions that are relevant for the vdW interaction. A number of vdW kernels are available in the literature [36-39]; in particular, we mention the VV10 kernel [36] and its revision, suitable for plane-wave codes, named rVV10 [39]. Both VV10 and rVV10 have two adjustable parameters $b$ and $c$ assuring the compatibility between the semilocal XC functional and $E_{c}^{\mathrm{nl}}[n]$. Recently, several variations of these vdW functionals have been proposed: AM05-VV10sol [40], SCAN+rVV10 [41], PBE+rVV10L [42], SG4+rVV10m [43], C09-vdW-DF [44], vdW-DF-cx [45-48], PBEsol+rVV10s [49], and rev-vdW-DF2 [50,51]. All these variations have been tested for many vdW systems,
such as layered materials [33,39-42,45,49,51-62], rare-gas (RG) solids [43,49,62,63], and molecular solids [43,62].

We mention that the kernels entering Eq. (3), such as VV10 and rVV10, are usually two-body approximations without multilayer screening effects [64], extremely strong screening in 2D systems [65,66], long-range scaling, and dimensional crossovers $[64,67-70]$. Even if the long-range vdW is described by a 2-body approximation, the intermediate and short-range dispersions depend on the semilocal functional as well. Therefore, despite the fact that these dispersioncorrected functionals are inferior to the random phase approximation (RPA) [11,71-89], which can naturally account for many-body effects up to infinite order, they are useful and accurate for many applications, including layered materials. On the other hand, RPA can correctly describe the vdW interaction in extreme conditions, such as in quasi-two-dimensional systems, but it is much more expensive. Moreover, the RPA results may be very sensitive to the used orbitals (e.g., LDA or PBE orbitals), and fully self-consistent RPA calculations are usually not accessible for large systems. Finally, we recall that the logic of the vdW kernel $\Phi\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ has been discussed in Ref. [35] using the plasmon-pole description of the Rapcewicz and Ashcroft picture [90].

In this paper, we use the recently developed dispersion-corrected XC functionals SG4+rVV10m [43] and PBEsol+rVV10 [49] in the framework of the SIESTA method [91]. These functionals were already realized in the plane-wave based Quantum-Espresso (QE) code [92], combining SG4 and PBEsol semilocal functionals with vdW rVV10 kernels [43,49]. In the case of SIESTA, we combine SG4 and PBEsol with VV10 (instead of rVV10), keeping the same dispersion parameters $b$ and $c$. The SIESTA method, which uses localized numerical atomic orbitals (NAOs), has a number of advantages with respect to a plane-wave basis set: SIESTA is typically more efficient, as the number of required basis functions is usually smaller, and SIESTA's localized basis set gives a better description of systems where the orbitals are strictly localized in real space, as in the case of adsorption of atoms/molecules on surfaces and in the case of interfaces with different materials. Here we investigate, in the framework of the SIESTA method, new dispersion-corrected functionals that we call PBEsol+VV10s and $\mathrm{SG} 4+\mathrm{VV} 10 \mathrm{~m}$, and we compare to the results one obtains with other functionals such as PBE+VV10L [42] and vdW-DF-cx [45-48].

The paper is organized as follows: In Sec. II, we present a short overview of XC functionals and, in particular, a comparison between the vdW kernels rVV10 and VV10. In Sec. III, we present the computational details of our calculations. In Sec. IV, we report the results we have obtained for the adsorption of RG atom/monolayer and graphene on transition-metal (111) surfaces and also for (111) surface formation energies of various transition metals. In Sec. V, our conclusions are summarized.

## II. OVERVIEW OF XC FUNCTIONALS

In Fig. 1, we show a comparison of the exchange enhancement factor $F_{x}=\epsilon_{x}^{\mathrm{GGA}} / \epsilon_{x}^{\mathrm{LDA}}$ of the GGA functionals under consideration: PBE, PBEsol, SG4, and cx13. At small


FIG. 1. Exchange enhancement factor $F_{x}$ of the GGA functionals used in this work, versus the reduced gradient $s$.
values of the reduced gradient $s=|\nabla n| /\left[2\left(3 \pi^{2}\right)^{1 / 3} n^{4 / 3}\right]$, the exchange enhancement factor always behaves as $F_{x} \rightarrow 1+$ $\mu s^{2}$, with the functional-dependent coefficient $\mu: \mu^{c x 13}=$ 0.094 is the Vosko-Langreth value [93], $\mu^{\text {PBEsol }}=10 / 81$ is the exact second-order coefficient [94], $\mu^{\mathrm{PBE}}=0.2195$ [95], and $\mu^{\mathrm{SG} 4}=0.26$ as found from a semiclassical atom theory [96-99]. At large values of $s$, PBE, PBEsol, and SG4 all yield exchange enhancement factors that are close to the maximum value 1.804 given by the Lieb-Oxford bound [100,101], while $F_{x}^{c x 13}$ diverges as $s^{2 / 5}$ recovering the PW86r functional [45]. Note that only cx13 has been constructed with the aim of developing a vdW XC functional.

The VV10 and rVV10 correlation energy per particle has the form

$$
\begin{equation*}
\varepsilon_{c}[n]=\frac{1}{32}\left(\frac{3}{b^{2}}\right)^{3 / 4}+\frac{1}{2} \int d \mathbf{r}^{\prime} \Phi\left(\mathbf{r}, \mathbf{r}^{\prime}\right) n\left(\mathbf{r}^{\prime}\right) \tag{4}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\Phi^{V V 10}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=-\frac{3}{2} \frac{1}{g(\mathbf{r}) g\left(\mathbf{r}^{\prime}\right)\left[g(\mathbf{r})+g\left(\mathbf{r}^{\prime}\right)\right]} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi^{r V V 10}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=-\frac{3}{2} \frac{1}{g(\mathbf{r}) g\left(\mathbf{r}^{\prime}\right)\left[g(\mathbf{r})\left(\frac{K\left(\mathbf{r}^{\prime}\right)}{K(\mathbf{r})}\right)^{1 / 2}+g\left(\mathbf{r}^{\prime}\right)\left(\frac{K(\mathbf{r})}{K\left(\mathbf{r}^{\prime}\right)}\right)^{1 / 2}\right]} \tag{6}
\end{equation*}
$$

where $g(\mathbf{r})=\omega_{0}(\mathbf{r}) R^{2}+K(\mathbf{r}), \quad \omega_{0}(\mathbf{r})=\sqrt{\omega_{g}^{2}(\mathbf{r})+\frac{\omega_{p}^{2}(\mathbf{r})}{3}}$, $\omega_{p}^{2}(\mathbf{r})=4 \pi n(\mathbf{r}), \omega_{g}^{2}(\mathbf{r})=c \frac{|\nabla n(\mathbf{r})|^{4}}{n^{4}(\mathbf{r})}, K(\mathbf{r})=b \frac{3 \pi}{2}\left[\frac{n}{9 \pi}\right]^{1 / 6}$, and $R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$.

By fitting to $54 C_{6}$ coefficients, the parameter $c$ was originally taken to be $c=0.0093$ [36,102-104] in the vdW kernels VV10 and rVV10 and also in the XC functionals PBE +rVV 10 L [42] and SCAN+rVV10 [41]. For the description of solids, smaller values of $c$ have been considered: $c=$ $10^{-6}$ in AM05-VV10sol [40] and $c=10^{-4}$ in SG4+rVV10m [43]. In the case of PBEsol+rVV10s [49], one takes

$$
\begin{equation*}
c=c_{0}+\frac{c_{1}}{1+c_{2}\left(s-\frac{1}{2}\right)^{2}} \tag{7}
\end{equation*}
$$



FIG. 2. VV10 and rVV10 correlation energies per particle, versus the distance $z$ perpendicular to two interacting parallel jellium slabs with the electron-density parameter $r_{s}=2.07$. Each slab is $L=5$ a.u. thick. The distance between the slabs is $D=7$ a.u. The parameter $c$ has been taken to be $c=0.0093$ for both VV10 and rVV10. The parameter $b$ has been taken to be $b=10$ and $b=20$.
where $c_{0}=0.0093, c_{1}=0.5, c_{2}=300$, and $s$ is the reduced gradient.

The parameter $b$ is usually fitted to molecules (e.g., the S22 test $[103,104]$ ) and/or solid systems (e.g., layered materials). This parameter is taken to be $b=5.9$ and $b=6.3$ for the vdW kernels VV10 and rVV10, respectively, $b=10$ for PBE +rVV 10 L [42] and PBEsol+rVV10s [49], and $b=12$ for SG4+rVV10m [43].

In order to visualize the differences between the VV10 and rVV10 kernels, in Fig. 2 we show the VV10 and rVV10 correlation energies per particle as obtained from Eq. (4) [by using Eq. (5) and Eq. (6), respectively] for two interacting parallel jellium slabs with the electron-density parameter $r_{s}=2.07$. This system was also used in Ref. [49] in order to assess the XC functional PBEsol+rVV10s. We observe that VV10 and rVV10 correlation energies per particle agree very well in most of the space; it is only around $z=0$, in the bonding region, that these position-dependent correlation energies slightly depart from each other. Hence, we conclude that the same values of the parameters $b$ and $c$ can be used for the vdW kernels VV10 and rVV10.

## III. COMPUTATIONAL DETAILS

The calculations presented here have been done using the SIESTA code [91], hence with a localized NAO basis set and a pseudopotential (PP) representation of core states. The SIESTA pseudopotentials are generated using the program ATOM. We have created scalar relativistic Troullier-Martins pseudopotentials [105] with nonlinear core corrections for all atoms [106]. These pseudopotentials were generated with the following reference configurations: $5 s^{1} 5 p^{0} 4 d^{10} 4 f^{0}$ for Ag , $4 s^{1} 4 p^{0} 3 d^{10} 4 f^{0}$ for $\mathrm{Cu}, 5 s^{1} 5 p^{0} 4 d^{9} 4 f^{0}$ for $\mathrm{Pd}, 6 s^{1} 6 p^{0} 5 d^{9}$ $5 f^{0}$ for $\mathrm{Pt}, 3 s^{2} 3 p^{6} 3 d^{0} 4 f^{0}$ for $\mathrm{Ar}, 5 s^{2} 5 p^{6} 5 d^{0} 4 f^{0}$ for Xe , and $2 s^{2} 2 p^{2} 3 d^{0} 4 f^{0}$ for C . The cutoff radii for the $s, p, d$, and $f$ components of the pseudopotentials are $2.49,2.68$, and 2.49 a.u. for Ag ; 2.67, 2.57, 2.08, and 2.39 a.u. for $\mathrm{Cu} ; 2.58,2.71$, 2.42, and 2.39 a.u. for Pd ; 2.57, 2.70, and 2.57 a.u. for Pt;
1.58, 1.58, and 1.89 a.u. for Ar; 2.11, 2.11, and 2.58 a.u. for Xe , and 1.54 a.u. for C. Pseudopotentials were generated for PBE, PBEsol, and SG4. The PBE pseudopotential was used for the XC functionals PBE, PBE+VV10L, and vdW-DF-cx; the SG4 pseudopotential was used for the XC functionals SG4 and SG4+VV10m; and the PBEsol pseudopotential was used for the XC functionals PBEsol and PBEsol+VV10s. Pseudopotential transferability was tested by comparing pseudopotential and all-electron calculations. Excitation energies were found to agree within 10 mRy .

For all transition metals we use the double- $\zeta s, p$, and $d$ basis; for RG atoms we use the double- $\zeta s$ and $p$ basis with single- $p$ polarization; and for C we use the double- $\zeta s$ and $p$ basis with double- $p$ polarization. In the case of transition metals and rare gases the basis sets were optimized for dimers with an averaged bond length between the experimental bulk lattice constant and the experimental bond length of the dimer. For the description of graphene on metal surfaces, we optimized the basis set for C using graphene with the experimental lattice constant ( $2.46 \AA$ ). The mesh size of the grid is controlled by an energy cutoff which sets the wavelength of the shortest plane wave that can be represented on the grid; here we use a cutoff value of 300 Ry. For the Monkhorst-Pack $k$-point meshes we are using a cutoff of $30 \AA$, which is found to be enough for the convergence of all systems under consideration.

For the investigation of the adsorption of noble gases on (111) metal surfaces, we have modeled slabs using a periodically repeated hexagonal supercell with a $(\sqrt{3} \times \sqrt{3}) R 30^{\circ}$ structure made of 18 metal atoms distributed over 6 layers and separated along the direction orthogonal to the surface by a vacuum region of about $20 \AA$, in conjunction with dipole corrections [107]. The topmost 2 layers were relaxed for the clean slab with the relaxed bulk geometry. Then the RG monolayer was relaxed on top of the slab with a fixed geometry for atop sites. The adsorption energy of the RG monolayer on a metal surface is given by

$$
\begin{equation*}
E_{\mathrm{ads}}^{\mathrm{mon}}=E_{\mathrm{tot}}-E_{\mathrm{slab}}-E_{\mathrm{mon}} \tag{8}
\end{equation*}
$$

where $E_{\text {tot }}, E_{\text {slab }}$, and $E_{\text {mon }}$ represent the energy of the whole system (RG monolayer + metal surface), the bare metal slab energy, and the RG monolayer energy, respectively. One should note that the experimental adsorption energy $E_{\text {ads }}^{\text {mon }}$ includes not only the interaction of RG atoms with the substrate but also lateral vdW RG-RG interactions [108]. In order to exclude the latter interaction, we define the adsorption of separate RG atoms as

$$
\begin{equation*}
E_{\mathrm{ads}}^{\mathrm{RG}}=E_{\mathrm{tot}}-E_{\mathrm{slab}}-E_{\mathrm{RG}} \tag{9}
\end{equation*}
$$

where $E_{\mathrm{RG}}$ is the energy of an isolated (free) RG atom as calculated in a box with dimensions $20 \times 21 \times 22 \AA$. Here we note that when using a localized basis set it is necessary to check the influence of the basis-set superposition error (BSSE). In order to avoid the BSSE, the so-called counterpoise (CP) correction is used [109]. For the adsorption of noble gases on (111) metal surfaces, the BSSE shifts the adsorption energy to a higher value: up to $2-3 \mathrm{meV}$ for XC functionals without dispersion and up to 1 meV for XC functionals with dispersion. Since we are focusing on the results of dispersion-corrected XC functionals, the effect of

TABLE I. Relaxed lattice constants (in $\AA$ ) for bulk $\mathrm{Cu}, \mathrm{Pt}, \mathrm{Pd}$, and Ag calculated with various XC functionals and compared to experiment. The experimental values are obtained by subtracting the zero-point anharmonic expansion (ZPAE) from the experimental zero-temperature values [111,112].

|  | Expt. | PBE | SG4 | PBEsol | PBE+VV10L | SG4+VV10m | PBEsol+VV10s | vdW-DF-cx |
| :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| Cu | 3.595 | 3.698 | 3.637 | 3.632 | 3.676 | 3.620 | 3.620 | 3.648 |
| Pt | 3.912 | 4.010 | 3.952 | 3.956 | 3.989 | 3.939 | 3.944 | 3.964 |
| Pd | 3.876 | 3.988 | 3.92 | 3.917 | 3.961 | 3.903 | 3.90 | 3.920 |
| Ag | 4.062 | 4.194 | 4.103 | 4.099 | 4.154 | 4.077 | 4.077 | 4.104 |
| MAE |  | 0.11 | 0.04 | 0.04 | 0.08 | 0.02 | 0.02 | 0.05 |
| MARE (\%) |  | 2.9 | 1.1 | 1.0 | 2.2 | 0.6 | 0.6 | 1.2 |

the BSSE can be considered to be negligible. For this reason, the adsorption energies reported in Table II were calculated with no CP correction.

For the description of the adsorption of graphene on (111) metal surfaces, we use a $(1 \times 1) R 30^{\circ}$ surface unit cell for $\mathrm{Cu}(111)$ and a $(\sqrt{3} \times \sqrt{3}) R 30^{\circ}$ unit cell for $\operatorname{Pt}(111), \operatorname{Pd}(111)$, and $\operatorname{Ag}(111)$, as they are compatible with the graphene lattice distance. In all calculations, we have used the experimental metal lattice parameter and we have stretched or squeezed the graphene monolayer to match the unit cell, as in the work of Olsen et al. [110]. The metal surfaces were constructed using 6 atomic layers with vacuum space between repeated images of about $20 \AA$. In the case of graphene adsorption on (111) metal surfaces the effect of the BSSE is essential (up to 10 meV ), so we use the CP correction for the estimation of binding energies, and for the estimation of the equilibrium distance between graphene and metal surfaces the CP correction is performed for vdW XC functionals.

We note that for RG atoms basis sets were optimized for dimers while the basis set of carbon was optimized for carbon in graphene. The adsorption of RG atoms on atop sites of metal surfaces corresponds to a dimer interaction resulting in small changes in the electron distribution and giving a negligible BSSE. Instead, the adsorption of graphene on metal surfaces yields a large artificial stabilization describing an electron distribution that results in essential BSSE effects.

For surface-energy calculations the unit cell was composed of periodic six-layer slabs with $(1 \times 1) R 30^{\circ}$ in-plane periodicity and a vacuum space of approximately $10 \AA$. The topmost two layers were relaxed on both sides of the slab, while inner layers kept the relaxed bulk geometry. We obtain the surface energy as follows:

$$
\begin{equation*}
\sigma_{s}=\frac{1}{2}\left(E_{\mathrm{slab}}^{N}-N E_{\mathrm{bulk}}\right), \tag{10}
\end{equation*}
$$

where $E_{\text {slab }}^{N}$ is the total energy of an $N$-atom slab, $E_{\text {bulk }}$ is the bulk energy per atom, and the factor $1 / 2$ accounts for the two surfaces in the slab unit cell.

We note that the use of 6 atomic layers for the simulations of metal surfaces is well converged for the adsorption (binding) energies within a relative error of less than $1 \%$.

## IV. RESULTS

In Table I, we present the relaxed lattice constants we have obtained for the bulk materials under consideration by using various XC functionals. The SG4+VV10m and

PBEsol+VV10s functionals yield the relaxed lattice constants that are closest to experiment. Then we have the relaxed lattice constants obtained by using the functionals SG4, PBEsol, and vdW-DF-cx. The worst results are obtained with the use of PBE+VV10L and PBE.

## A. RG adsorption on (111) transition-metal surfaces

The vdW interaction plays an essential role in the adsorption of RG atoms/monolayers on (111) transition-metal surfaces. Such systems have been carefully investigated [113,116-119,121-129], as they represent an important test for XC functionals, even if the experimental data are limited. In Table II, we report the results we have obtained for the RGsurface equilibrium distance $d_{\text {ads }}$, for the adsorption energy of the RG monolayer referring to $E_{\mathrm{ads}}^{\text {mon }}$ defined by Eq. (8), and for the adsorption energy of the RG atom referring to $E_{\text {ads }}^{\mathrm{RG}}$ defined by Eq. (9).

In the case of the equilibrium distance $d_{\mathrm{ads}}$, PBE systematically overestimates this quantity by more than $10 \%$ while PBEsol is accurate especially for the adsorption of Xe on $\mathrm{Cu}(111), \mathrm{Pt}(111), \mathrm{Pd}(111)$, and $\mathrm{Ag}(111)$ surfaces. On the other hand, SG4 largely overestimates this quantity in the case of Ar on $\mathrm{Cu}(111)$ and Xe on $\mathrm{Ag}(111)$, but it is accurate for the other systems [ Xe on $\mathrm{Cu}(111), \mathrm{Pt}(111)$, and $\mathrm{Pd}(111)$ ]. All vdW-corrected functionals under study, PBE+VV10L, SG4+VV10m, PBEsol+VV10s, as well as vdW-DF-cx, yield reasonably accurate equilibrium distances.

For the adsorption energies, SG4 and PBE fail badly for all systems, while PBEsol gives better results although still considerably away from the experimental values. All dispersion-corrected functionals under consideration yield, however, realistic adsorption energies. With the use, in particular, of PBEsol+VV10s one obtains adsorption energies that are accurate for Xe on $\mathrm{Cu}(111), \mathrm{Pt}(111)$, and $\mathrm{Pd}(111)$, although adsorption energies are overestimated with the use of this functional in the case of Ar on $\mathrm{Cu}(111)$ and Xe on $\mathrm{Ag}(111) . \mathrm{SG} 4+\mathrm{VV} 10 \mathrm{~m}$ and vdW-DF-cx have the tendency to slightly underestimate all adsorption energies under study.

## B. Graphene adsorption on (111) transition-metal surfaces

There are numerous theoretical and experimental studies of the adsorption of graphene on transition-metal surfaces [130] such as $\operatorname{Pt}(111)$ [131-141], $\operatorname{Pd}(111)$ [57,142-147], $\operatorname{Ag}(111)$ [148-155], and $\mathrm{Cu}(111)$ [156-164]. The ground-state

TABLE II. Structural parameters determined for the $(\sqrt{3} \times \sqrt{3}) R 30^{\circ}$ structure of RG atoms on (111) close-packed transition-metal surfaces for atop sites. The RG-surface equilibrium distance $d_{\text {ads }}$ is given in $\AA$; the adsorption energy of the RG monolayer $E_{\text {ads }}^{\text {mon }}$ and the adsorption energy of the RG atom $E_{\text {ads }}^{\mathrm{RG}}$ are given in meV. Reasonable theoretical values (with a maximum deviation of $5 \%$ from experiment) are boldfaced.

|  | Expt. | PBE | SG4 | PBEsol | PBE+VV10L | SG4+VV10m | PBEsol+VV10s | vdW-DF-cx |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ar on $\mathrm{Cu}(111)$ |  |  |  |  |  |  |  |  |
| $d_{\text {ads }}$ | $3.53{ }^{\text {a }}$ | 4.252 | 5.286 | 3.783 | 3.679 | 3.641 | 3.492 | 3.749 |
| $E_{\text {ads }}^{\text {mon }}$ |  | -13.29 | -5.05 | -16.77 | -76.56 | -97.24 | -51.53 | -97.48 |
| $E_{\text {ads }}^{\text {RG }}$ | $-84.8{ }^{\text {a }},-90.7^{\text {a }}$ | -25.21 | -9.23 | -25.27 | -100.39 | -127.14 | -65.25 | -141.94 |
| Xe on $\mathrm{Cu}(111)$ |  |  |  |  |  |  |  |  |
| $d_{\text {ads }}$ | $3.6{ }^{\text {a }}, 3.52-3.68^{\text {bc }}$ | 4.351 | 3.654 | 3.557 | 3.663 | 3.388 | 3.376 | 3.564 |
| $E_{\text {ads }}^{\text {mon }}$ | $-190^{\mathrm{b}},-200^{\text {cd }}$ | -17.19 | -8.7 | -55.34 | -140.03 | -192.68 | -150.8 | -181.89 |
| $E_{\text {ads }}^{\text {RG }}$ | -174 to $-193{ }^{\text {a }}$ | -24.4 | -24.54 | -67.39 | -189.53 | -218.19 | -189.33 | -250.88 |
| Xe on $\operatorname{Pt}(111)$ |  |  |  |  |  |  |  |  |
| $d_{\text {ads }}$ | $3.3-3.5^{\text {d }}$ | 3.878 | 3.347 | 3.281 | 3.431 | 3.174 | 3.16 | 3.346 |
| $E_{\text {ads }}^{\text {mon }}$ | $-270^{\text {bc }},-260$ to $-280^{\text {e }}$ | -31.28 | -37.45 | -115.02 | -212.9 | -272.96 | -250.27 | -253.88 |
| $E_{\text {ads }}^{\text {RG }}$ | $-274^{\text {a }}$ | -47.98 | -28.26 | -130.2 | -260.05 | -311.2 | -282.53 | -330.94 |
| Xe on $\operatorname{Pd}(111)$ |  |  |  |  |  |  |  |  |
| $d_{\text {ads }}$ | $3.01-3.13{ }^{\text {cd }}$ | 3.405 | 3.047 | 3.035 | 3.182 | 2.985 | 2.96 | 3.102 |
| $E_{\text {ads }}^{\text {mon }}$ | $-330^{\text {c }},-320^{\text {d }}$ | -61.9 | -120.92 | -195.33 | -256.54 | -356.19 | -342.21 | -315.85 |
| $E_{\text {ads }}^{\text {RG }}$ | $-360^{c},-265$ to $-275^{\text {a }}$ | -78.52 | -110.13 | -210.75 | -304.54 | -393.26 | -376.79 | -393.35 |
| Xe on $\operatorname{Ag}(111)$ | (Incommensurate structure, mixed site) |  |  |  |  |  |  |  |
| $d_{\text {ads }}$ | $3.55-3.65{ }^{\text {a }}$ | 4.527 | 5.741 | 3.652 | 3.761 | 3.533 | 3.446 | 3.693 |
| $E_{\text {ads }}^{\text {mon }}$ | $-225^{\text {bcf }}$ | -15.41 | -3.74 | -43.69 | -130.48 | -166.91 | -135.37 | -163.5 |
| $E_{\text {ads }}^{\text {RG }}$ | $-225^{\text {bcf }},-196$ to $-226^{\text {a }}$ | -31.15 | -0.55 | -57.43 | -171.79 | -205.38 | -163.45 | -236.88 |

${ }^{\text {a }}$ Reference [113]; incommensurate or unknown structure.
${ }^{\mathrm{b}}$ Reference [114].
${ }^{\text {c }}$ Reference [115].
${ }^{\mathrm{d}}$ Reference [116].
${ }^{\text {e }}$ Reference [117].
${ }^{\text {f }}$ Reference [120].
properties of these systems have been investigated using RPA [110,148], which is a high-level method accurate for the description of vdW interactions in solids and extended systems [165,166]. RPA is, however, less accurate in the case of strong noncovalent interactions due to its inaccurate dynamical correlation part [11,167]. RPA benchmark calculations should, therefore, be treated with caution, as argued in Ref. [49] for the case of layered materials.

In Table III, we show the equilibrium distance between graphene and the corresponding metal surface, as obtained with the use of various XC functionals. Note that the graphene lattice constant has been fixed to match the experimental transition-metal one (see Table I of Ref. [110]). This fact may influence the binding energy between the graphene and
the metal surface, but it should not have an impact on the equilibrium distance $d_{\mathrm{ads}}$.

We note that the BSSE creates an artificial attraction between the graphene layer and the metal surface, which reduces the equilibrium distance $d_{\text {ads }}$. The counterpoise correction eliminates this error, but it tends to overestimate $d_{\mathrm{ads}}$. Hence, the true value for $d_{\text {ads }}$ is somewhere in between. For this reason, for the results we have obtained by using dispersioncorrected XC functionals we put in Table III the averaged equilibrium distance with the corresponding error bar. Whenever XC functionals are used with no dispersion, however, we do not consider the CP correction so the equilibrium distances can be slightly underestimated. For the evaluation of binding energies (see Table IV), we simply do not take into account

TABLE III. Equilibrium distances $d_{\mathrm{ads}}$ (in $\AA$ ) of graphene on transition-metal (111) surfaces, as obtained with the use of various XC functionals.

|  | RPA $^{\mathrm{a}}$ | PBE | SG4 | PBEsol | PBE +VV 10 L | SG4+VV10m | PBEsol+VV10s | vdW-DF-cx | Expt. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cu | 3.09 | 3.91 | 3.25 | 3.28 | $3.43 \pm 0.04$ | $2.94 \pm 0.04$ | $3.04 \pm 0.02$ | $3.16 \pm 0.02$ |  |
| Pt | 3.42 | 3.86 | 3.50 | 3.47 | $3.54 \pm 0.05$ | $3.32 \pm 0.04$ | $3.31 \pm 0.04$ | $3.34 \pm 0.04$ |  |
| Pd | 3.34 | 3.71 | 3.25 | 3.25 | $3.36 \pm 0.05$ | $3.02 \pm 0.04$ | $3.02 \pm 0.04$ | $3.10 \pm 0.03$ |  |
| Ag | 3.31 | 4.11 | 3.45 | 3.42 | $3.51 \pm 0.04$ | $3.21 \pm 0.03$ | $3.22 \pm 0.03$ | $3.26 \pm 0.02$ | $\approx 2.5^{\mathrm{c}}$ |

[^0]TABLE IV. Binding energies per C atom (in meV ) at the equilibrium distance between graphene and the surface, as obtained with the use of various XC functionals.

|  | RPA $^{\text {a }}$ | PBE | SG4 | PBEsol | PBE+VV10L | SG4+VV10m | PBEsol+VV10s | vdW-DF-cx |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cu | 68 | 2 | 6 | 14 | 45 | 67 | 51 | 64 |
| Pt | 84 | 8 | 9 | 19 | 57 | 68 | 55 | 69 |
| Pd | 90 | 5 | 9 | 19 | 53 | 70 | 58 | 70 |
| Ag | 78 | 2 | 2 | 11 | 42 | 57 | 43 | 57 |

${ }^{\text {a}}$ Reference [110].

CP corrections because the BSSE is very small in this case (up to 3 meV for Cu when the $\mathrm{SG} 4+\mathrm{VV} 10 \mathrm{~m}$ XC functional is used and up to 0.5 meV for other materials and functionals).

As shown in Table III, the results we obtain with the use of PBE, PBEsol, and SG4 are larger than their RPA counterparts, except in the case of Pd where PBEsol and SG4 calculations are found to be below RPA. Adding the VV10 nonlocal correlation has the effect of shortening the equilibrium distances. We observe that the equilibrium distances we obtain by using PBE +VV10L are still over the RPA equilibrium distances in the case of $\mathrm{Cu}, \mathrm{Pt}$, and Ag , while PBE+VV10L and RPA calculations are very close to each other in the case of Pd. The equilibrium distances we obtain by using other functionals (SG4+VV10m, PBEsol+VV10s, and vdW-DF-cx) are, however, below those obtained in the RPA, except in the case of Cu ; in this case, the use of vdW-DF-cx yields an equilibrium distance that is above that obtained in the RPA and the use of PBEsol+VV10s yields an equilibrium distance that is very
close to that obtained in the RPA. We note that with the use of SG4+VV10m, PBEsol+VV10s, and vdW-DF-cx equilibrium distances are found to be very close to experiment for Pt and closer to experiment than RPA equilibrium distances and also closer to experiment than equilibrium distances obtained with the use of other functionals. We recall that the RPA calculations reported in Table III use PBE orbitals [110], which may induce some errors.

The interaction between the graphene monolayer and the metal surface is known to be weak in the case of $\operatorname{Pt}(111)$, $\mathrm{Cu}(111)$, and $\mathrm{Ag}(111)$ [130]. For graphene on $\mathrm{Pd}(111)$, a 0.3 eV band gap has been found from scanning-tunnelingspectroscopy measurements [130,168], which may indicate a strong hybridization. In Table IV, we report the binding energies per C atom at the equilibrium distance to the surface. All the results we have obtained by using the vdW XC functionals under consideration exhibit a maximum binding energy for $\mathrm{Pd}(111)$, except in the case of $\mathrm{PBE}+\mathrm{VV} 10 \mathrm{~L}$ which


FIG. 3. Potential-energy curves of graphene on various transition-metal (111) surfaces.

TABLE V. Surface energies (in eV ) for $\mathrm{Cu}(111), \operatorname{Pt}(111), \operatorname{Pd}(111)$, and $\mathrm{Ag}(111)$, as obtained with the use of various XC functionals and compared to experiment. The calculated surface energies closest to experiment are boldfaced.

|  | Expt. $^{\text {a }}$ | PBE | SG4 | PBEsol | PBE+VV10L | SG4+VV10m | PBEsol+VV10s | vdW-DF-cx |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cu | 0.65 | 0.47 | 0.58 | 0.61 | 0.57 | 0.7 | $\mathbf{0 . 6 2}$ | 0.58 |
| Pt | 1.08 | 0.68 | 0.85 | 0.82 | 0.86 | $\mathbf{1 . 0 1}$ | 0.92 | 0.87 |
| Pd | 0.85 | 0.61 | 0.75 | 0.74 | 0.76 | 0.9 | $\mathbf{0 . 8 3}$ | 0.78 |
| Ag | 0.58 | 0.34 | 0.45 | 0.45 | 0.47 | $\mathbf{0 . 5 9}$ | 0.52 | 0.49 |
| MAE |  | 0.27 | 0.13 | 0.14 | 0.13 | $\mathbf{0 . 0 4}$ | 0.07 | 0.11 |
| MARE (\%) |  | 33.6 | 16.6 | 16.4 | 15.6 | $\mathbf{5 . 4}$ | 8.0 | 13.5 |

${ }^{\text {a }}$ Reference [169].
gives a $\operatorname{Pd}(111)$ binding energy that is lower than for $\operatorname{Pt}(111)$ by about 4 meV .

Comparing the electronic spectra of the (111) surfaces of Ag and Cu with and without the graphene monolayer, it has been suggested that the binding energy of graphene on $\operatorname{Ag}(111)$ should be smaller than in the case of $\mathrm{Cu}(111)$ [148,149]. Our calculations confirm this trend: with the use of SG4+VV10m, PBEsol+VV10s, and vdW-DF-cx, one obtains $\operatorname{Ag}(111)$ binding energies that are lower than those of $\mathrm{Au}(111)$ by 10,8 , and 7 meV , respectively, in reasonable agreement with the vdW-DF-C09 and vdW-DF2-C09 calculations reported in Ref. [57]. Smaller differences are found with the use of PBE+VV10L: the $\mathrm{Ag}(111)$ binding energy is found to be about 3 meV below its $\mathrm{Au}(111)$ counterpart. RPA calculations, however, predict $\mathrm{Ag}(111)$ binding energies that are larger than those of $\mathrm{Au}(111)$ by about 10 meV .

An inspection of Tables II and IV shows that SG4+VV10m and vdW-DF-cx yield similar binding energies, both larger than those obtained with the use of the other functionals under study. PBEsol+VV10s and PBE+VV10L also yield similar binding energies, both below the SG4+VV10m and vdW-DF-cx binding energies. PBEsol+VV10s, however, gives a better description of the Pd binding energy with respect to its Pt counterpart and also gives a better description of the Ag binding energy with respect to its Cu counterpart.

Finally, we show in Fig. 3 the potential-energy curves of graphene on $\mathrm{Cu}(111), \mathrm{Pt}(111), \operatorname{Pd}(111)$, and $\operatorname{Ag}(111)$. All curves are smooth and all equilibrium minima are well represented, except for $\mathrm{Cu}(111)$ when $\mathrm{SG} 4+\mathrm{VV} 10 \mathrm{~m}$ is used; in this case, the potential-energy curve near the minimum appears to be anomalously flat. Overall, qualitative agreement is found with RPA calculations. At large distances, where the vdW interaction dominates, many-body RPA calculations should be expected to be more accurate than the two-body calculations reported here [166].

## C. Surface formation energies of $\mathbf{C u}(111)$, $\mathbf{P t}(111), \mathbf{P d}(111)$, and $\mathbf{A g}(111)$

Here we look at surface energies of the (111) surfaces of $\mathrm{Cu}, \mathrm{Pt}, \mathrm{Pd}$, and Ag. Note that the $\mathrm{Cu}, \mathrm{Pt}, \mathrm{Pd}$, and Ag transition metals all have a face-centered cubic (fcc) crystal structure, so the (111) surface configuration happens to be the most stable. Thus, it seems reasonable to compare our theoretical calculations to experimental values, as in Refs. [169-171]. Our calculations are presented in Table V. The results we have obtained with the use of SG4 and PBEsol exhibit similar
accuracy, both about twice better than with the use of PBE but still underestimating the experiment. We recall that the use of SG4 and PBEsol also yields good surface energies in a jellium model [172,173], which is expected to be realistic for the description of simple metal surfaces.

Introducing a VV10 kernel has the effect of increasing the surface energies. The results we have obtained by using $\mathrm{PBE}+\mathrm{VV} 10 \mathrm{~L}$ are still similar to those obtained with the use of SG4 and PBEsol, vdW-DF-cx calculations are slightly better, and both SG4+VV10m and PBEsol+VV10s are found to perform extremely well, at the level of SCAN+rVV10 [174], exhibiting a good agreement with experiment within an error bar of no more than $10 \%$.

## V. SUMMARY AND CONCLUSIONS

We have tested several recently developed vdW XC functionals (PBE+VV10L [42], SG4+VV10m [43], and PBEsol+VV10s [49]), together with the popular vdW-DF-cx [45], for clean (111) surfaces of transition metals $\mathrm{Cu}, \mathrm{Pt}, \mathrm{Pd}$, and Ag and also for the interaction of these surfaces with RG atoms/monolayers and a graphene monolayer. These are emblematic systems in the field of hybrid interfaces connected by weak interactions.

In the case of RG atom/monolayer adsorption on $\mathrm{Cu}(111)$, $\operatorname{Pt}(111), \operatorname{Pd}(111)$, and $\operatorname{Ag}(111)$ surfaces, we have found that all dispersion-corrected XC functionals perform reasonably well, greatly improving over the corresponding dispersionuncorrected GGA XC functionals. The best performance has been found with the use of PBEsol+VV10s, which yields an accurate prediction of both the RG-surface equilibrium distance and the adsorption energy in most systems under consideration. With the use of PBE+VV10L, however, adsorption energies are generally slightly overestimated, and with the use of SG4+VV10m and vdW-DF-cx one finds adsorption energies that are too low.

In the case of graphene on $\mathrm{Cu}(111), \mathrm{Pt}(111), \mathrm{Pd}(111)$, and $\mathrm{Ag}(111)$ surfaces, all vdW kernels under study yield smooth potential-energy curves, with well-defined equilibrium minima, that are found to be in qualitative agreement with RPA calculations, with the exception of $\mathrm{Cu}(111)$ when $\mathrm{SG} 4+\mathrm{VV} 10 \mathrm{~m}$ is used. For equilibrium distances, PBE +VV 10 L is found to overestimate RPA calculations, while the other dispersion-corrected functionals (SG4+VV10m, PBEsol+VV10s, and vdW-DF-cx) are found to predict equilibrium distances that are lower than their RPA counterparts [except in the case of $\mathrm{Cu}(111)$ where the use
of PBEsol+VV10s yields and equilibrium distance that is similar to RPA and the use of vdW-DF-cx yields an equilibrium distance that is too high]. In particular, in the case of $\operatorname{Pt}(111)$ and $\mathrm{Ag}(111), \mathrm{SG} 4+\mathrm{VV10m}, \mathrm{PBEsol}+\mathrm{VV} 10 \mathrm{~s}$, and vdW-DF-cx yield equilibrium distances that are lower than their RPA counterparts but closer to experiment. For the binding energies, all functionals under study yield values that are below their RPA counterparts. It is important to note, however, that the use of SG4+VV10m, PBEsol+VV10s, and vdW-DF-cx yields a correct trend: the maximum binding energy is found to occur in the case of $\operatorname{Pd}(111)$, as occurs with the experimental measurements, and the binding energy of graphene on $\mathrm{Ag}(111)$ is found to be lower than on $\mathrm{Cu}(111)$, also as in experiment.

Finally, we have found that the clean (111) surfaces of $\mathrm{Cu}, \mathrm{Pt}, \mathrm{Pd}$, and Ag are best described with the use of

SG4 + VV10m and PBEsol + VV10s, as they both yield extremely accurate surface energies with a mean relative error of less than $10 \%$.

We have used the recently developed PBE+VV10L, SG4+VV10m, and PBEsol+VV10s vdW XC functionals in the framework of the ab initio SIESTA method, thus using a localized basis set, and we conclude that these functionals are indeed very valuable for the investigation of hybrid interfaces connected by weak interactions.
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