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Experimental exploration of dynamic phase transitions and associated metamagnetic fluctuations
for materials with different Curie temperatures
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We study dynamic magnetic behavior in the vicinity of the dynamic phase transition (DPT) for a suitable
series of samples that have different Curie temperatures TC , which thus enables us to experimentally explore the
role of the reduced temperature T/TC in the DPT. For this purpose, we fabricate Co1−xRux epitaxial thin films
with uniaxial in-plane anisotropy by means of sputter deposition in the concentration range 0.0 � x � 0.26.
All samples are ferromagnetic at room temperature, exhibit an abrupt magnetization reversal along their easy
axis, and represent a unique TC and thus T/TC ratio according to their Ru concentration. The dynamic magnetic
behavior is measured by using an ultrasensitive transverse magneto-optical detection method and the resulting
dynamic states are explored as a function of the applied magnetic field amplitude H0 and period P, as well as an
additional bias field Hb, which is the conjugate field of the dynamic order parameter Q. Our experimental results
demonstrate that the qualitative behavior of the dynamic phase diagram is independent of the T/TC ratio and that
for all T/TC values we observe metamagnetic anomalies in the dynamic paramagnetic state, which do not exist
in the corresponding thermodynamic phase diagram. However, quantitatively, these metamagnetic anomalies
are very strongly dependent on the T/TC ratio, leading to an about 20-fold increase of large metamagnetic
fluctuations in the paramagnetic regime as the T/TC ratio increases from 0.37 to 0.68. Also, the phase space
range in which these anomalous metamagnetic fluctuations occur extends closer and closer to the critical point
as T/TC increases.

DOI: 10.1103/PhysRevE.102.022804

I. INTRODUCTION

Nonequilibrium phenomena and their dynamic behavior
represent a topic of currently growing interest. In particular,
the phenomenon of dynamic phase transition (DPT) has been
explored in different fields and has enabled an understanding
of the complexity of dynamic responses for a wide variety of
systems. Examples of such studies can be found in biologi-
cal and chemical systems [1,2], statistical processes applied
to social human activity [3,4], time evolution of magnetic
properties in promising materials such as nanographene [5],
and quantum dynamics [6], among others. Nevertheless, to-
day’s understanding of experimental and theoretical aspects of
nonequilibrium phenomena is far inferior to the understanding
of its equilibrium counterpart [7]. The study of DPTs in
magnetic or general spin systems has been primarily pursued
by means of theoretical and modeling approaches [7–15], in
comparison to rather few experimental works that conducted
detailed explorations of the nature of DPTs [16–18], even
if the frequency dependence of hysteresis loops has been
explored for a long time, including in studies of thin films
[19–21]. This mismatch is mainly related to the very specific
conditions that must be fulfilled to experimentally explore
DPTs, which not only need measurement setups with ex-
tremely high sensitivity, but more relevantly require special
sample designs, as we will discuss later in conjunction with

the specific sample series that we employ in our study here
[16–18].

From basic thermodynamics, it is well known that equi-
librium magnetic systems can undergo thermodynamic phase
transitions (TPTs), as seen in Fig. 1(a). At a TPT (black line
ending at the red circle in Fig. 1(a), which indicates the critical
point) the system’s magnetization M changes in a nonanalyti-
cal manner as a function of temperature or external magnetic
field, to which the system is subjected [22,23]. Specifically,
the magnetic system is characterized by an intrinsic critical
temperature TC , at which M vanishes in the absence of an
applied field. Therefore, TC separates two different regimes,
the ordered state or ferromagnetic (FM) phase (T < TC) and
the disordered or paramagnetic (PM) phase (T > TC) [24,25].
From Fig. 1(a) it is noticeable that in the FM phase, there
is a field-dependent first-order phase transition as shown by
the black solid line. Likewise, under the influence of a time-
dependent oscillating external field H (t ), bistable magnetic
systems (in which the magnetization switches between two
stable states, i.e., ±Ms) can undergo a qualitative change in
their dynamic magnetic response. From Fig. 1(b) we can
see that these variations lead to a dynamic phase transition,
which also ends in a critical point that is now characterized
by a particular critical period PC , which separates the ordered
dynamic FM phase (P < PC) from the disordered dynamic
PM phase (P > PC) [7–10].
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FIG. 1. Plots of the (a) TPT and (b) DPT phase diagrams. In
both diagrams, the red circle represents the critical point, which
separates the ferromagnetic and paramagnetic phases. The horizontal
black line stands for the phase boundary within the FM state, at
which a first-order phase transition occurs. Also shown are schematic
illustrations of M/MS vs H hysteresis loops (red lines) for two
different field periods representing (c) the PM phase and (e) the FM
phase. In (d) and (f) the red line represents the M(t ) response in
comparison to the time-dependent field (blue dashed line). The solid
green lines in (c)–(f) all indicate the time-averaged magnetization
values representing the order parameter Q.

For simplicity, we assume here that H (t ) has a sinusoidal
form, i.e., H (t ) = H0 sin( 2π

P t ). Then H0 is the field amplitude,
while P is the oscillation period of the external field (P =
2π
ω

). As the period of H (t ) changes, so does the magnetiza-
tion response in terms of the time-dependent magnetization
M(t ), which is the system-averaged spin expectation value at
any given time. Then the overall dynamic behavior can be
described by using the time-averaged magnetization of the
system [11–14]

Q = 1

P

∫ P

0
M(t )dt, (1)

which was identified as the dynamic order parameter [26].1

When the applied field oscillation is slow and correspondingly

1The commonly used definition of Eq. (1) is a simplification for the
case where only one component of the magnetization is relevant. In
general, of course, M is a three-dimensional vector and accordingly
Q is a three-dimensional vector as well. This fact has been mostly
ignored in the literature, but it is the focus of a recently concluded
study by some of us [27].

its P significantly larger than the critical period PC , M(t )
can be almost fully inverted [Fig. 1(c)] so that the net
magnetization averaged over one full field cycle is zero, i.e.,
Q = 0 [green solid line in Figs. 1(c) and 1(d)]. Therefore,
as indicated in Fig. 1(d) for P > PC , the time-dependent
magnetization (red line) of the system can follow the external
excitation H (t ) (blue dotted line) with only a slight delay. As
the external field period becomes smaller, there is a point at
which the magnetization response cannot follow the external
field excitation anymore, which leads to a spontaneous
symmetry breaking of the hysteresis loop for P < PC and
causes a nonzero average value of the magnetization,
as schematically illustrated in Fig 1(e). The figure also
demonstrates that in this dynamic regime, two separate
stable dynamic trajectories exist, which are also visible in
Fig. 1(f). For both of these trajectories, the net magnetization
averaged over an entire cycle becomes different from zero, as
symbolized by the green lines in Figs. 1(e) and 1(f). Which
one of these equivalent states the system will occupy depends
hereby on the history of the dynamic system in the same
way in which the equilibrium magnetization in remanence
depends on the applied field history [17].

Consistent with these observations, the time-averaged
magnetization value Q as the dynamic order parameter
changes from zero to a nonzero value in a continuous fashion
at a distinctive period P = PC , meaning that at that point
a second-order dynamic phase transition takes place [15].
For P < PC the system is in a dynamically ordered state
or dynamic FM phase with Q �= 0, whereas for P > PC the
system exhibits a dynamically disordered state or dynamic
PM phase where Q = 0 [14,15]. The presence of a small
time-independent bias field Hb, applied in addition to the
oscillatory field, extends the overall phase space due to the fact
that Hb is found to be the conjugate field associated with the
order parameter Q in the same manner in which the applied
field H is the conjugate field for M in the thermodynamic
phase space [16,17]. The dynamic phase diagram [Fig. 1(b)]
shows that as Hb changes its sign, it induces a first-order
phase transition (black horizontal line) between different dy-
namically ordered states in the FM phase (P < PC). This
was first observed in an experimental study [17], which also
demonstrated the occurrence of hysteresis in the Q vs Hb

dependence that is associated with a first-order dynamic phase
transition. Thus, at first glance the dynamic order parameter Q
seems to mimic the behavior of M in thermal equilibrium very
closely.

A simple but powerful approach to describe the nature
of DPTs theoretically was first introduced by Tomé and
de Oliveira [26]. By means of a mean-field approach, they
computed the evolution of the kinetic Ising model (KIM)
[28–31] under the assumption of Glauber stochastic transition
probabilities [32]. In this approach, the corresponding time-
dependent Hamiltonian can be written in the form

H = −J
∑
[i, j]

SiS j − H (t )
∑

i

Si. (2)

The first term represents the exchange energy of the spin
system with J > 0 being the ferromagnetic exchange cou-
pling constant and Si the Ising spin at location i, which can
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take only two possible values ±1. The sum
∑

[i, j] runs over
all exchange coupled sites. The second term corresponds to
the Zeeman energy associated with an external magnetic field
that is spatially uniform for all spins sites i but time-dependent
H (t ). Thus, it is this energy term that drives dynamic changes
due to its explicit time dependence. It was especially these
types of KIM calculations that demonstrated very relevant
similarities in between dynamic and thermodynamic order
states and phase transitions, including identical values for
critical exponents [33–37]. Nevertheless, not all aspects of
TPTs seem to be replicated in dynamic phenomena or vice
versa. Specifically, the impact of surfaces on phase transi-
tions appears to be far different in dynamic ordering phe-
nomena than in equilibrium physics [34,37,38]. Also, recent
experiments for thin Co films have led to the observation
of anomalous fluctuations in the PM dynamic phase that do
not exist in thermal equilibrium [18]. This behavior occurs
for sufficiently large Hb values in the PM phase and can
be attributed to metamagnetic tendencies, which imply a
rather sharp increase of Q in a small range of applied bias
fields without going through an actual phase transition. Later,
theoretical works confirmed these tendencies [39,40], which
illustrates the important interplay in between theoretical and
experimental work in this field of study.

Prior experimental findings have already indicated the type
of sample that is needed to successfully detect the DPT and
explore the associated dynamic phase space [16–18]. Specif-
ically, magnetic bistability of the sample must exist even on
the macroscopic scale so that thin film systems with strong
in-plane uniaxial anisotropy are the most suitable. This is
primarily due to the vanishingly small magnetostatic effects
that are present in these types of samples and thus mimic the
fact that in virtually all theoretical studies, magnetostatic in-
teractions are simply neglected [9,15,34–38,41–47]. Samples
with these characteristics have been previously fabricated. In
particular, Co-based thin films have been successfully utilized
and we follow a similar strategy here as outlined in Sec. II A
[16–18,20,48–55].

Despite their overall success in exploring relevant dynamic
behavior, all experimental studies of DPTs so far have been
limited to low T/TC ratios only. As a result, the impact of
T/TC on the DPT and the general phase space behavior has
not been explored, and thus experimental knowledge is still
very limited to date. This constitutes a truly problematic
knowledge gap, because also the theoretical understanding of
temperature effects is rather modest and more importantly has
resulted in seemingly contradictory results in the past [8,11].
The reason why experimental studies have been limited to
low T/TC ratios so far is related to the fact that all detailed
DPT experiments have been limited to room temperature (RT)
measurements to achieve the required precise H (t ) control
and sensitive and fast M(t ) detection, which are fundamental
conditions for such experiments [16,17]. Given these ex-
perimental boundary conditions, it is actually much more
straightforward to vary the TC of magnetic systems while
keeping the experimental measurement conditions for DPT
studies constant. In addition, actual changes of T to vary
T/TC ratios, especially attempts to utilize temperature well
above room temperature, could lead to structural changes or
segregation processes due to atomic diffusion in magnetic

samples that might impact or alter experimental results of
DPT observations.

Consequently, the goal of the present work is to experimen-
tally study the impact of the T/TC ratio on the DPT in ferro-
magnetic films and explore the associated phase space. For
this purpose, we have chosen to fabricate a series of epitaxial
single-crystal Co1−xRux(1010) thin film samples in the Ru
concentration range of 0 � x � 0.26 as a suitable sample set
to explore DPTs. Actually, in an earlier work we investigated
the effect of Ru doping within Co1−xRux alloy thin films on
magnetocrystalline anisotropy and we demonstrated that both
the hcp crystal structure and epitaxial quality of such samples
can be maintained and that the in-plane uniaxial nature of
its static magnetic state is unaffected [54]. Furthermore, this
study also demonstrated that TC can be modified precisely
and reproducibly as a function of the doping concentration
[54,56]. Therefore, such thin films should be appropriate to
study the role that T/TC might play in the DPT and its
associated phase space behavior while allowing us to keep the
experimental measurement temperature constant at RT.

The layout of this paper is as follows. Following this intro-
duction, sample preparation and structural and static magnetic
characterization are presented in Sec. II A. Section II B intro-
duces the experimental setup for the DPT measurements and
associated phase space exploration and discusses the specific
experimental conditions utilized. In Sec. III A, the main re-
sults of the observed dynamic behavior within the Hb−P and
Hb−H0 phase spaces in the vicinity of the DPT are presented
for different T/TC ratios. A detailed quantitative evaluation of
metamagnetic fluctuation is presented in Sec. III B. In Sec. IV
we summarize and discuss the conclusions of our work.

II. EXPERIMENTAL DETAILS

A. Sample preparation and characterization

Epitaxial Co1−xRux (1010) thin films with Ru concen-
tration x ranging from 0 to 0.26 were grown by cosputter
deposition at room temperature in a pure 3-mTorr Ar at-
mosphere. To achieve epitaxy and this particular crystalline
orientation, which contains the c axis in the surface plane and
thus induces a macroscopic in-plane easy magnetization axis,
a template bilayer composed of Ag(110) and Cr(211) was
used, in accordance with prior work [51,54,55]. The overall
growth sequence is illustrated in Fig. 2(a) and it includes a
hydrofluoric acid etched Si(110) substrate, 37.5 nm of Ag
(110), 10 nm of Cr (211), 20 nm of Co1−xRux (1010), and on
top of it a 10-nm SiO2 overcoat, which was deposited to avoid
oxidation and contamination. The Co1−xRux (1010) thin film
sample preparation was based on Ref. [54], but the therein uti-
lized CrRu was not used for our study here, as it turned out not
to be necessary to achieve a sufficiently high epitaxial quality.

To analyze and verify the sample quality, x-ray-diffraction
measurements of all samples were performed at RT using the
θ−2θ configuration with Cu Kα radiation (λ = 1.5406 Å).
Several exemplary diffractograms are presented in Fig. 2(b).
From the data we observe a single sharp peak related to
the Co1−xRux alloy film, which represents the (1010) surface
orientation, and thus confirms the epitaxial nature of our films
that exhibit an in-plane hcp c axis which corresponds to the
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FIG. 2. (a) Schematics of the epitaxial Co1−xRux (1010) thin
films, which were grown on a Si(110)/Ag(110)/Cr(211) template and
coated by 10 nm of SiO2 to avoid oxidation. (b) X-ray-diffraction
pattern for Co1−xRux (1010) films with x = 0.00, 0.14, and 0.26
Ru content. (c) Experimentally determined Co1−xRux (1010) peak
positions as a function of Ru concentration x. The circles are the
experimental data points and the line is a guide to the eye.

magnetic easy axis (EA). A close inspection of this diffraction
peak for Co1−xRux (1010) also shows that as the Ru content
increases a shift towards smaller diffraction angles occurs,
which is specifically shown in Fig. 2(c) and was previously
reported for the same type of samples [54]. All our samples
were verified to be epitaxial with the crystallographic c axis
in-plane and their crystallographic properties were observed
to be similar in relation to the principal diffraction peak
height and width. Thus, their magnetic anisotropy properties
should be comparable and their overall magnetic properties
representative of their specific TC values, which is associated
with each specific alloy composition.

To confirm the ferromagnetic nature and anisotropic behav-
ior of the samples, quasistatic magnetic M vs H measurements
were taken from ±2 kOe at RT using a vibrating sample
magnetometer (VSM). Additionally, the evolution of the sat-
uration magnetization MS against temperature was monitored
using a superconducting quantum interference device VSM

FIG. 3. (a) Hysteresis loop (M/MS vs.H ) measurement along
the easy axis for a Co1−xRux (x = 0.24) thin film sample with in-
plane uniaxial anisotropy. (b) Angular dependence of the remanent
magnetization Mr normalized to the saturation magnetization MS .
The black circles are experimental data, while the black solid line
represents the expected behavior for a highly anisotropic system.
(c) Extrapolated Curie temperature values TC for our Co1−xRux thin
films as a function of Ru concentration x.

in the range 5–350 K. Figure 3(a) shows the normalized
magnetization M/MS as a function of the external magnetic
field H measured along the in-plane EA for a Co1−xRux

(x = 0.24) thin film using the VSM. A squarelike loop was
retrieved exhibiting a very sharp magnetization reversal2 at
the coercive field (±HC) that mimics the bistable nature of
an Ising-like model, in which the magnetization switches
between two stable states, i.e., ±MS [16–18].

An exploration of the uniaxial in-plane anisotropy in
our samples was examined by measuring the remanent

2Such quasistatic hysteresis loops are measured at a period that is
orders of magnitude higher than the experimental conditions used for
our DPT observations. Correspondingly, nucleated reversal domains
actually have sufficient time to propagate through the entire sample
in between two subsequent data points, making the hysteresis loop
appear very abrupt, and thus suppress the dynamic behavior that
defines the physics of dynamic phase transitions.
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magnetization Mr as a function of the angle β (in reference
to the EA orientation), at which an external magnetic field
was initially applied within the surface plane to fully saturate
the sample. The normalized remanent magnetization Mr/MS

is shown in Fig. 3(b) as a function of β. It is evident that for
β = 0◦ and 180◦, Mr/MS is very close to 1, while for β = 90◦
and 270◦, Mr nearly vanishes. Consequently, we have a
180° periodicity in the samples, which means that Mr/MS

is maximum when the external field H is applied along the
EA direction, whereas this ratio is close to zero when applied
along the magnetic hard axis. Our results agree very well with
the analytical predictions of the Stoner-Wohlfarth model for a
uniformly magnetized sample with uniaxial anisotropy [57],
which is represented by the solid line in Fig. 3(b). For all other
samples which are not displayed here, our VSM data look
virtually identical. Consequently, they all exhibit textbook
uniaxial in-plane anisotropy, even for their macroscopic
sample-averaged behavior.

The evolution of the Curie temperature as a function of the
Ru doping was analyzed by means of M vs T measurements
along the EA for all our samples. Figure 3(c) presents the
extrapolated TC values determined by using the analytical
expression proposed by Kuz’min [see Eq. (1) in Ref. [58]] to
interpolate all measured M(T ) data. As can be observed from
these results, there is a clear decrease in TC as the Ru content
increases. This TC reduction is similar to those reported in
CoRu bulk samples and thin films, since Ru reduces the
effective exchange coupling in these alloys [54,56,59]. The
changing size of the error bars in Fig. 3(c) is attributed to
the fact that for low Ru content we are extrapolating to
temperatures far higher than our measured temperature range
(5–350 K), while for high Ru content our measurement range
is much closer to our samples’ Curie temperatures.

We also need to address the fact that in order to change
T/TC , we are actually changing samples in our approach,
which could lead to unintended consequences, as the DPT
point is not fully identical in different samples. However,
it would also not be identical if one were to use the same
sample and vary T for the purpose of exploring the T/TC

dependence of DPT behavior. Usually, if one raises the
temperature T of a magnetic system, its coercive field HC

decreases rather substantially, which is associated with the
fact that in addition to larger thermal activation for higher
T, the temperature-induced decrease in M (supporting a
magnetization reversal via the Zeeman energy term) is less
than the temperature-induced reduction in anisotropy energy
(resisting a magnetization reversal) [60–62]. This means that
if one were to conduct actual T-dependent measurements
of the dynamic magnetic behavior and the DPT, one would
have to compensate for a very significant HC vs T shift in the
data analysis. In our sample series, HC is fairly constant as
x and thus T/TC are changed, because with increased x also
the low-temperature saturation magnetization becomes much
smaller, given the change in electronic structure associated
with the changing compounds. Thus, magnetization and
anisotropy changes with x nearly balance each other out,
leading to only weak HC vs x variations in our samples, which
will aid our data analysis and reliability.

Thus, our Co1−xRux alloy thin films are highly oriented,
exhibit ferromagnetism at RT, and have an in-plane uniaxial

FIG. 4. (a) Experimental setup for an ultrasensitive TMOKE
detection scheme which uses a coherent light source (laser), an initial
polarizer (P1), a quarter waveplate, a second polarizer (P2), and a
photodetector. (b) Applied field sequence with H0 = 430 Oe, Hb =
0, and P = 3.3 ms. The first and last five cycles used a reference field
amplitude Href = 580 Oe to ensure full magnetization reversal in our
samples. (c) Corresponding TMOKE signal trace for the Co0.76Ru0.24

film samples, which shows full magnetization reversal throughout
the sequence so that the time-averaged magnetization value 〈Q〉 = 0
(green solid line).

magnetic anisotropy. Furthermore, they exhibit systematically
varying TC values by means of Ru doping. Hence, we have
generated a set of suitable test samples that will enable us to
study dynamic magnetic behavior in the vicinity of the DPT
[16–18] for different reduced temperatures T/TC while al-
lowing us to keep the experimental measurement temperature
constant at RT.

B. Experimental setup for dynamic magnetization
measurements

Dynamic magnetization measurements to study the phase
space in the vicinity of the DPT were carried out by us-
ing an ultrasensitive transversal magneto-optical Kerr effect
(TMOKE) setup. A schematic of our experimental tool is de-
picted in Fig. 4(a), for which an ultralow-noise laser with λ =
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635 nm and 5-mW power output was used as a light source.
The incident light coming from the laser passes through a
fixed first polarizer (P1) set at a 45◦ angle, which establishes
an about even mixture of s and p polarization, and then is re-
flected by the sample, which is positioned inside the gap of an
electromagnet. The external field H (t ) is applied transversally
with respect to the incident plane of the light. The reflected
beam goes through a rotatable quarter-waveplate (QWP) re-
tarder and subsequently passes a second rotatable polarizer
(P2). Finally, the transmitted light intensity is collected by
a photodetector with built-in preamplifier. To limit the light
intensity reaching the photodetector, coming from purely opti-
cally reflected light that does not carry magneto-optical signal
information, QWP and P2 are rotated iteratively. After the
point of minimum intensity has been identified, P2 is rotated
by 2° away from this so-called extinction position, which
provides experimental conditions that produce a large relative
magneto-optical TMOKE signal, as well as sufficiently high
light levels that can be easily detected with our photode-
tector. By using this specific experimental arrangement, our
setup facilitates an effective polarization measurement for the
TMOKE rather than a conventional intensity measurement,
which enhances the detection sensitivity by about 2000%.
Further details of this detection approach and its overall
performance can be found in the literature [63,64]. Due to
the high sensitivity of our TMOKE setup, time-resolved full
hysteresis loop measurements can be recorded for periods of
only 3.3 ms with excellent signal-to-noise ratio.

As already described in the Introduction, Hb is the con-
jugated field associated with Q. Correspondingly, small bias
field amplitudes, even below ±2 Oe, can induce large changes
in the dynamic response [16,17]. Therefore, it is crucial that
for entire measurement sequences, a high field stability in
terms of amplitude and bias is ensured. Hence, we have imple-
mented an iterative routine to minimize field fluctuations for
H0 and Hb. This guarantees that H (t ) is stable throughout the
entire measurement process. In all our experiments, for H (t )
periods in the range of 3.3–33.3 ms we have achieved field
amplitude variations of less than ±1 Oe for H0 amplitudes
up to 600 Oe and bias field variations that are less than ±0.4
Oe for all values of H0 and Hb that we utilized in this study.
Both dynamic and static magnetic fields were applied using
an electromagnet with minimal coercivity and low latency.

The magnetic field H (t ) was applied in such a way that it
is aligned with each sample’s EA. This was done to detect
full magnetization reversal once the field is strong enough
to induce it in the sample. An example of the sinusoidal
field H (t ) used for our measurements is shown in Fig. 4(b).
Here the overall period was set to P = 3.3 ms with H0 = 430
Oe and without an applied bias field, i.e., Hb = 0. Since we
detect light intensity variations associated with the TMOKE,
an appropriate calibration in between the measured light
intensity I and its corresponding magnetization values must be
established. For this purpose, a reference field Href sequence
was used, which is larger in amplitude in comparison to
H0 to ensure that the sample is fully saturated in each half
cycle, and we induce a full magnetization reversal response
in our films. Thus, we can correlate ±MS to the maximum
(or minimum) intensity value and calibrate our measurements
in this way. Another important function of Href is associated

with monitoring the stability of our experimental setup [16].
Correspondingly, this reference field sequence is applied at the
beginning and at the end of each full dynamic measurement
experiment, as illustrated by the first and last five cycles
shown in Fig. 4(b). So, if any drifts occur during the mea-
surement, a proper compensation routine can be implemented
to correct such effects. A final consideration related to the
reference measurement cycles is that the bias field is kept
constant at Hb = 0 to ensure that the order parameter is always
equal to zero and both saturated states ±MS can be quantified
with equal precision.

Figure 4(c) displays an example of the corresponding
magneto-optical time traces measured by using our ultrasen-
sitive TMOKE setup for the specific H (t ) of Fig. 4(b). The
normalized to M/MS Kerr intensity data exhibit an almost
squarelike behavior, meaning that when a field amplitude of
H0 = 430 Oe is applied, the magnetization state switches
back and forth from positive to negative saturation, just as
in the case of the reference data at Hre f = 580 Oe. Thus,
even at H0, we have a full reversal of the magnetization, so
the cycle-averaged magnetization vanishes, i.e., Q = 0 (green
solid line), and the system is in the dynamically PM state.
These raw data also show that the signal-to-noise ratio is
very good and the order parameter can be very precisely
determined, even from a single field oscillation cycle, which
is especially relevant for the accurate determination of higher-
order observables, such as fluctuations.

III. RESULTS AND DISCUSSION

A. Dynamic phase diagram exploration

Based upon the excellent stability achieved by our experi-
mental setup and the textbooklike properties of our Co1−xRux

alloy film series, we are now able to conduct a detailed
exploration of the phase space in the vicinity of the DPT for
different T/TC . Figure 5 illustrates the bias field effect on the
time-dependent magnetization response for the Co0.76Ru0.24

thin film, which has a relatively high T/TC ratio (approx-
imately equal to 0.65) and a large magneto-optical signal.
From Fig. 5(a) we can see that when Hb = 0, for a constant
set of parameters (H0 and P) the average order parameter 〈Q〉
is equal to zero, displayed as a green solid line. When a small
positive bias field (Hb = +5 Oe) is applied while keeping H0

and P constant, the signal average becomes 〈Q〉 ≈ 1 [green
solid line in Fig. 5(b)]. Likewise, a small negative bias field
(Hb = −5 Oe) also causes a significant suppression of the
time-dependent magnetization response and leads to 〈Q〉 ≈
−1 [green solid line in Fig. 5(c)]. Thus, the system is in the
paramagnetic dynamic regime, but rather modest values of Hb

in comparison to H0 can induce large values of 〈Q〉. Hence,
Fig. 5 confirms that this sample exhibits the distinct dynamic
response expected for a system near its DPT. Furthermore, a
close inspection of Figs. 5(b) and 5(c) shows that we applied
a phase difference in between the two field sequences that
were utilized to measure these curves. This is done in all
our measurements to synchronize the bias field sign with the
last reference field pulse so that any transient behavior can
be relevantly suppressed. Thus, for positive values of Hb we
start from a positively magnetized state, whereas for negative
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(a)

(b)

(c)

FIG. 5. The TMOKE signal traces representing M/MS data for
the same applied field H (t ) sequence (P = 3.3 ms, H0 = 430 Oe,
and Href = 580 Oe), except for the bias field, which is (a) Hb = 0,
(b) Hb = +5 Oe, and (c) Hb = −5 Oe. The green solid lines represent
the time-averaged magnetization values, which change as a function
of Hb, producing (a) 〈Q〉 = 0, (b) 〈Q〉 ≈ +1, and (c) 〈Q〉 ≈ −1.

values of Hb, the corresponding negatively magnetized state is
initially populated. This synchronization in between the bias
field and starting magnetic state is being done to minimize
the transient time that is needed to achieve a stable dynamic
sequence. For Hb �= 0 only one of the two possible dynamic
states and associated M(t ) sequences shown in Fig. 1(e) is
dynamically stable, while the other one is metastable, gener-
ally leading to transient dynamic behavior, including a time-
dependent Q vs Hb hysteresis [17]. Thus, by synchronizing the
magnetic bias field and magnetic starting state we preselect
a starting point that is close to the stable dynamic state and
avoid the metastable dynamic state, which reduces transient
dynamics and makes our measurements more efficient.

Figures 6(a) and 6(b) show experimental 〈Q〉 data, which
were measured using the field sequences presented in Fig. 4(b)
for a fixed number of cycles, as a function of P and Hb as
color-coded maps for different fixed field amplitudes, namely,
H0 = 428 and 430 Oe, respectively. These specific field am-
plitudes were used here to measure the 〈Q〉(P, Hb) order pa-
rameter behavior in the P−Hb phase space for a Co0.76Ru0.24

FIG. 6. Experimental 〈Q〉(P, Hb) data maps for (a) H0 = 428 Oe
and (b) H0 = 430 Oe, measured for a Co0.76Ru0.24 thin film, and
experimental 〈Q〉(H0, Hb) data maps for (c) P = 33.3 ms and (d)
P = 3.3 ms for the same sample. Here PC in (a) and (b) and Hcrit

in (c) and (d) are represented by the white circle. The color scale bar
that is applicable for 〈Q〉 in all graphs is shown in the inset in (a).

thin film. For all measurements, the reference field was set to
580 Oe. The color scale bar that is applicable for 〈Q〉 in all
graphs of Fig. 6 is shown as an inset in Fig. 6(a). The corre-
sponding critical period PC is visualized by the solid line circle
in both figures. For both H0 amplitudes, we notice that there
is a phase line at Hb = 0 below PC where the values or color
of 〈Q〉 abruptly changes from red (〈Q〉 ≈ +1) to blue (〈Q〉 ≈
−1), whereas for P > PC this phase line is absent due to the
nature of the paramagnetic dynamic phase. In this disordered
state, there is a gradual change from 〈Q〉 = 0, shown in green,
towards 〈Q〉 �= 0 as |Hb| increases, which is not associated
with a dynamic phase transition [7,15,16]. These experimental
measurements evidence that we can successfully detect dy-
namic phase transitions in our samples and map out the order
parameter 〈Q〉(P, Hb) throughout the relevant phase space.

Another important experimental observation from
Figs. 6(a) and 6(b) is that as the field amplitude H0 increases,
an appreciable shift of the critical point PC towards lower
absolute P values occurs. In fact, the H0 dependence on PC

is rather strong, whereas the P dependence of the dynamic
behavior is comparatively weaker. While we are changing P
by one order of magnitude (3.3–33.3 ms) to explore the phase
space that is visible in both figures, the very small change in
the field amplitude H0 of less than 0.5% modifies the dynamic
response in its absolute position quite substantially. Hence,
Figs. 6(a) and 6(b) demonstrate that a P-dependent study is
very suitable to explore fine details of the phase space near PC

[7]. However, if one would like to explore a larger portion of
the dynamic phase space, P-dependent measurements are not
particularly suitable, because P would have to change over
many orders of magnitude while keeping all other conditions
exactly constant, which is excessively problematic in any
experiment. Consequently, it is much more practical from
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FIG. 7. Experimental phase space maps measured at P = 3.3 ms: (a)–(d) dynamic order parameter 〈Q〉(H0, Hb) and (e)–(h) fluctuations
〈σ 〉Q(H0, Hb) for different Co1−xRux thin films with x = 0.14, 0.18, 0.22, and 0.26, correspondingly representing different T/TC ratios. Color
scale bars for 〈Q〉 and 〈σ 〉Q are located as insets in (a) and (e), respectively.

an experimental point of view to study the order parameter
as a function of H0 and Hb for fixed frequencies. Such an
approach will enable a wide range phase space exploration
and correspondingly enable us to investigate the T/TC

dependence of dynamic magnetization behavior in such a
wider phase space surrounding the critical point, which is
our main goal. Therefore, we have measured 〈Q〉(H0, Hb)
order parameter maps as a function of the amplitudes of H0

and Hb while keeping the period of H (t ) constant for all our
Co1−xRux alloy thin films.

Figures 6(c) and 6(d) show such 〈Q〉(H0, Hb) phase space
data for fixed periods of P = 33.3 and 3.3 ms, respectively,
using once again the Co0.76Ru0.24 sample. In both phase
diagrams, we observe a well-defined phase line at Hb = 0
that is associated with a first-order phase transition for H0

values below a critical threshold Hcrit (encircled by the white
solid line), where 〈Q〉 changes abruptly from red to blue
and which is qualitatively identical to the behavior that is
present in the 〈Q〉(P, Hb) phase space. Hence, for H0 > Hcrit

the system is in the dynamic paramagnetic state, while for
H0 < Hcrit the system exhibits a dynamic ferromagnetic state.
As P decreases [Fig. 6(d)], Hcrit moves to higher values of
H0 as expected and consistent with the behavior seen in
Figs. 6(a) and 6(b). Furthermore, Figs. 6(c) and 6(d) demon-
strate that the relevant phase space can still be accessed in an
H0−Hb-type measurement, even if P changes by an order of
magnitude, demonstrating the experimental accessibility and
robustness of this approach. Thus, given the advantages of
exploring the H0−Hb phase space, we now exploit this type of
measurement to investigate the T/TC dependence of the DPT
and the surrounding phase space.

Figures 7(a)–7(d) display 〈Q〉(H0, Hb) maps for P = 3.3
ms and different Co1−xRux alloy films representing four dif-

ferent T/TC ratios.3 The corresponding color scale bar for
all maps is located on the left-hand side of Fig. 7(a). Here
Href was kept constant at 580 Oe in all measurements and a
suitable H0 range was utilized to compensate for the rather
modest HC increase associated with varying x. Those figures
show that, independent of the T/TC ratio, all samples show
fundamentally a very similar behavior. Specifically, we find
that below a certain critical value (H0 < Hcrit) there is a phase
line at Hb = 0 which delimits two possible stable stables,
either 〈Q〉 ≈ +1 (red) or 〈Q〉 ≈ −1 (blue), depending on the
sign of Hb. Above Hcrit this phase line is absent and 〈Q〉 takes
values that are close or equal to zero (green region). Thus, a
dynamic phase transition takes place at Hcrit and this critical
point delimits the ordered (H0 < Hcrit) from the disordered
(H0 > Hcrit) state.

Additionally, in all paramagnetic phases (H0 > Hcrit) that
are visible in Fig. 7, there is a strong onset behavior in 〈Q〉
vs Hb that would indicate a strong metamagnetic character of
the PM phase occurring for all samples. This metamagnetic
character specifically appears in sidebandlike segments of the
phase space, where there is a steep change in 〈Q〉 with Hb.
These changes are not abrupt and not hysteretic either. Thus,

3All samples exhibit a saturation-type behavior of the M(t ) oscil-
lation amplitude for H0 field amplitudes that are sufficiently larger
than Hcrit , reflecting the fact that above a saturation value for H0 the
sample magnetization reaches saturation in each and every half cycle
of the applied field. Thus, a further increase of H0 no longer changes
the M vs. t trajectory in any meaningful way and the M(t ) oscillation
amplitude remains constant. In our experiments, we have chosen
an Href value larger than the H0 saturation value for all samples,
so the observed dynamic behavior becomes completely independent
of Href .
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we observed a metamagneticlike susceptibility increase with-
out going through an actual phase transition. This behavior
occurs only in the disordered regime. Hence, these results
are analogous to those previously reported experimentally and
theoretically for the P−Hb phase space in the vicinity of the
DPT [18,39,40].

B. Quantitative evaluation of metamagnetic fluctuations

Given the ability of our 〈Q〉(H0, Hb) measurement scheme
to explore large areas of the dynamic phase space, we were
able to examine the metamagnetic tendencies in detail as a
function of T/TC , by analyzing the fluctuation behavior of the
order parameter 〈σ 〉Q =

√
(〈Q2〉 − 〈Q〉2). Figures 7(e)–7(h)

present color-coded maps for 〈σ 〉Q. Here dark blue regions
correspond to no or minimal fluctuations values, while the red-
colored areas denote larger fluctuations of the order parameter
Q. As expected, the order parameter is extremely stable in the
FM state and fluctuations are basically nonexistent. In the dy-
namic PM phase space areas, however, substantial fluctuation
values occur, especially where the 〈Q〉(H0, Hb) data indicate a
metamagnetic character. Thus, the areas of large fluctuations
exhibit a sideband structure that has a symmetric geometry
with respect to the Hb = 0 line. From this observation, we can
conclude that metamagnetic fluctuations reported previously
for Co films [18] can be regarded as a general phenomenon
of the paramagnetic dynamic phase, independent of the T/TC

ratio. Furthermore, we observe that as the T/TC ratio increases
an enhancement of these metamagnetic fluctuations occurs
as shown by Figs. 7(e)–7(h). Also, high fluctuation values
occur ever closer to the critical point for higher T/TC ratios.
Thus, for the highest T/TC sample, the critical fluctuations
at Hcrit and Hb = 0 and the metamagnetic fluctuations in the
PM state actually coalesce, which they do not do for the
other samples. In some sense, these results are not entirely
surprising, as fluctuations should increase in general as one
brings a magnetic system closer to its critical temperature.

It should also be mentioned that at the highest T/TC ratio
(approximately equal to 0.68) traces of 〈σ 〉Q �= 0 can be
detected even in the FM region [Fig. 7(h)]. However, this
is related to the fact that the magneto-optical response of
the samples decreases considerably as we reach higher T/TC

ratios. This leads to a lower magneto-optical signal amplitude
	I/I , which makes the data noisier and hence more suscepti-
ble to exhibiting small fluctuation values within our current
phase space, a fact that is not driven by the magnetization
dynamics itself.

A quantitative analysis of the metamagnetic fluctuations
was done by analyzing the probability density associated with
〈σ 〉Q values in a normalized window surrounding the critical
point, having an extent of H0/Hcrit (from 0.85 to 1.15) and
Hb/Hcrit (from −0.35 to 0.35). Such a normalized window
was chosen to compensate for the modest shift and associ-
ated increase in Hcrit , which is synchronous with a change
in coercive field Hc as x is varied. Hence, histogram plots
were used to visualize the relative significance of sufficiently
large fluctuations in the selected phase space. The probability
density representing our lowest T/TC ratio (approximately
equal to 0.37) sample is shown in Fig. 8(a) in comparison
to the data for the highest T/TC ratio (approximately equal

FIG. 8. Probability density histogram for the fluctuations at (a)
T/TC = 0.37 (x = 0.14) and (b) T/TC = 0.68 (x = 0.26), (c) proba-
bility density values vs T/TC for 0.0 � 〈σ 〉Q � 0.1(blue squares) and
〈σ 〉Q � 0.2 (red circles), and (d) probability density ratio evolution
vs T/TC .

to 0.68). It is noticeable that almost all existing fluctuations
are rather weak (0.0 � 〈σ 〉Q � 0.1) for the lowest T/TC ratio.
Thus, the probability for 0.0 � 〈σ 〉Q � 0.1 is almost equal
to 1 and only very few larger fluctuations (〈σ 〉Q > 0.1) are
recorded throughout the phase space. This is in agreement
with previous results obtained for pure Co thin films, which
represent an even lower T/TC value than reported here. As
the measurement temperature gets closer to TC , a broader
distribution of probability arises, as seen in Fig. 8(b). This
fact is not related to the detection noise, previously mentioned
in conjunction with Fig. 7(h), because this noise actually
leads to small fluctuation values only. Instead, the broadened
distribution in Fig. 8(b) represents a real dynamic state effect
occurring for higher T/TC values, namely, there is a larger
portion of the phase space in which large fluctuations are
present. Hence, the metamagnetic tendencies in the dynamic
paramagnetic state are enhanced as the systems get closer
to TC . This fact is even more noticeable in Fig. 8(c), where
we compared the probability to be in either a low fluctuation
state 0.0 � 〈σ 〉Q � 0.1 or a high fluctuation (〈σ 〉Q � 0.2)
state. Here we observe that when the T/TC ratio is low, the
corresponding probability to have lower fluctuation values is
high (blue squares) in contrast to higher fluctuation states
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(red dots). As T/TC increases, the dynamic states in the
system are characterized by larger fluctuations, which are
specifically associated with the metamagnetic character of
the dynamic paramagnetic state. To visualize this fact very
clearly, Fig. 8(d) shows the probability ratio Phigh(〈σ 〉Q �
0.2)/Plow(0.0 � 〈σ 〉Q � 0.1), which shows a strong mono-
tonic increase with T/TC that represents an enhancement of
large metamagnetic fluctuations by a factor of almost 22 as
the T/TC ratio doubles its value. Therefore, our experiments
demonstrate unambiguously that the occurrence and extent of
metamagnetic fluctuations are massively enhanced by increas-
ing T/TC of a magnetic system.

IV. CONCLUSION

In this work, we have conducted a comprehensive experi-
mental study of dynamic magnetic states in the phase space
surrounding the DPT as a function of the T/TC ratio. For that
purpose, we have fabricated a suitable set of Co1−xRux (0.0 �
x � 0.26) thin film samples that exhibit a Ru-concentration-
dependent TC so that the T/TC ratio could be varied in our
experimental study while keeping the measurement tempera-
ture T constant at room temperature, allowing us to take full
advantage of our ultrasensitive TMOKE tool.

Our experimental study of the dynamic order parameter Q
and related quantities was conducted by exploring the relevant
phase space in two different ways, namely, by monitoring the
dynamic state of our samples upon scanning either the (P, Hb)
plane or the (H0, Hb) plane. By using these alternative ap-
proaches, we demonstrated that P-dependent measurements,
and thus (P, Hb)-plane observations, are primarily suitable
to investigate fine details in the vicinity of the DPT. This
is associated with the fact that the H0 sensitivity of PC is
rather strong, while the P dependence of the dynamic behavior
is comparatively weak. Given that our goal was to study
significant portions of the dynamic phase space, we pursued a
(H0, Hb)-plane phase space exploration in more detail in our
study, and consequently 〈Q〉(H0, Hb) maps were measured in
detail to explore the T/TC dependence of dynamic behavior.

Independent of T/TC , all data sets exhibit the same main
qualitative features of a dynamic phase transition, where at
a unique PC [in the (P, Hb) plane] or Hcrit [in the (H0, Hb)
plane], a DPT takes place, which separates the ordered FM

dynamic regime from the disordered PM one. From our de-
tailed experimental data, we can furthermore conclude that the
metamagnetic fluctuations reported previously for magnetic
thin films near the DPT [18,39,40] are observed to be a general
phenomenon, which occurred in all samples and thus for all
T/TC ratios we studied. Therefore, the dynamic paramagnetic
state is relevantly different from the equivalent equilibrium
paramagnetic state of a conventional ferromagnet or spin
system. A close inspection of the metamagnetic tendencies in
the disordered PM regime, done by analyzing the fluctuation
behavior of the order parameter 〈σ 〉Q, shows that significantly
larger fluctuation values tend to appear as T/TC increases, as
seen in Figs. 7(e)–7(h). Also, these high fluctuation values
occur ever closer to the critical point for sufficiently high
T/TC ratios, as the metamagnetic fluctuation regime appears
to merge with the critical point, while this does not happen
for low T/TC values. A further analysis of the phase space
probability density for 〈σ 〉Q showed that the occurrence of
large fluctuation is becoming ever more likely with increasing
T/TC .

We hope that this work stimulates further experimental
and theoretical studies of DPTs and their surrounding phase
spaces by using the 〈Q〉(H0, Hb) phase maps, which facilitate
a wider inspection of the dynamic phase space behavior.
Likewise, it would be interesting to develop an in-depth
understanding of the importance of T/TC ratios in general and
specifically with respect to metamagnetic fluctuations, their
size, their distribution, and their possible coalesce with the
critical point.
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