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Abstract: The scattering-type scanning near-field optical microscope (s-SNOM) has emerged
as a powerful tool for resolving nanoscale inhomogeneities in laterally heterogeneous samples.
However, most analytical models used to predict the scattering near-field signals are assuming
homogenous landscapes (bulk materials), resulting in inconsistencies when applied to samples
with more complex configurations. In this work, we combine the point-dipole model (PDM) to
the finite-element method (FEM) to account for the lateral and vertical heterogeneities while
keeping the computation time manageable. Full images, spectra, or hyperspectral line profiles can
be simulated by calculating the self-consistent dipole radiation demodulated at higher harmonics
of the tip oscillation, mimicking real experimental procedures. Using this formalism, we clarify
several important yet puzzling experimental observations in near-field images on samples with
rich typography and complex material compositions, heterostructures of two-dimensional material
flakes, and plasmonic antennas. The developed method serves as a basis for future investigations
of nano-systems with nontrivial topography.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

The scattering-type scanning near-field optical microscope (s-SNOM) utilizes a sharp and usually
metalized atomic force microscope (AFM) tip to enhance the local focusing of light, achieving
deep subwavelength spatial resolution [1,2]. The near-field electrodynamics between the tip and
sample surface is complex, which poses obstacles in performing quantitative analysis on the nano-
imaging and nano-spectroscopy data. Despite recent advances [3–9], many puzzling experimental
observations regarding s-SNOM measurements remain unresolved or only empirically examined.
For example, what causes the anomalous near-field signal when scanning across a steep sample
edge? How does the roughness of the sample surface influence the local field and the scattering
signal? What causes the asymmetric near-field contrast over a plasmonic antenna? This work
sheds light on the above questions by combining the numerical finite-element method (FEM) with
the point-dipole model (PDM) formalism, which enables complex simulations that are previously
difficult or even impossible.

Among different physical models [10–13], the rudimentary PDM is nonetheless effective in
many s-SNOM modeling tasks. It approximates the tip as a point-dipole located at the tip apex
[1,14]. Despite the seemingly idealized approximation, the PDM is widely used because of
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its simplicity and the fact that it offers a clear and intuitive physical picture. It captures many
key aspects of the near-field tip-sample interactions including the momentum distribution [15].
Consequently, its popularity remains high despite the availability of more sophisticated models
[15–19].

The analytical solution of the PDM is restricted to homogeneous bulk samples and layered
samples with in-plane translational symmetry [15,20]. Lateral heterogeneity in the nanoscale
can not be easily accounted for since the momentum-dependent reflection coefficient is ill-
defined. This shortcoming of the PDM is also commonly shared by other (more rigorous)
models [10–13]. Numerical full-wave simulations with realistic tip geometry, on the other hand,
have been demonstrated to be a possible route to resolve the lateral heterogeneity. However,
the significant scale mismatch between the wavelength and the tip-sample distance demands
prohibitive computation power, making simulations with variable tip positions (imaging) and
light frequencies (spectroscopy) formidable tasks [21–24]. A recent study investigates the field
distribution around a sphere near the sample surface, demonstrating again that even a simple
model captures the tip-sample interaction well and can act as a valid approximation [25]. However,
the radiation of the sphere is yet to be considered carefully. Therefore, a computationally efficient
extension of the PDM for arbitrarily heterogeneous sample surfaces is imperative.

In this article, we combine the FEM with the PDM framework to demonstrate unprecedented
fast simulations of both nano-imaging and nano-spectroscopy experiments, including signal
modulation by tip oscillation and signal demodulation at higher harmonics on arbitrary sample
surfaces. As a proof-of-concept demonstration, we investigate a wide range of examples including
topography-induced near-field contrast, surface plasmon polariton in graphene nanostructures,
and the plasmonic response of optical antennas. Our proposed method has the advantages of
being highly versatile, computationally efficient, and easy to implement and interpret. When the
algorithm is parallelized into multiple CPU cores, a high-resolution near-field imaging simulation
can be performed in a matter of hours while the simulation of a typical near-field spectrum
lies in the range of tens of minutes with a commercial-grade desktop. When certain symmetry
conditions such as rotational symmetry can be exploited, the computational time can be further
compressed significantly. Compared to simulations with realistic tip modelling, our method
is at least one order of magnitude faster due to its electrostatic nature and intrinsically smaller
simulation volume.

2. Working principle of s-SNOM and the PDM framework

First, we briefly summarize the working principle of s-SNOM [26] and the general PDM
framework. In s-SNOM coherent laser radiation is focused onto an AFM tip by diffraction-limited
optics such as an off-axis parabolic mirror. The light polarizes the tip, whose induced dipole
moment is further modified via the near-field tip-sample interaction [24]. This modification of
the dipole moment contains local information about the sample underneath the tip apex and can
be detected as the field scattered into the far-field. To suppress the overwhelming background
scattering not related to the near-field interaction of interest, the AFM is operated in tapping mode.
The vertical oscillation of the tip modulates the near-field interaction at the tapping frequency Ω,
which usually lies in the range of tens to hundreds of kHz. Consequently, a lock-in amplifier is
used to demodulate the optical signal at higher harmonics (n = 2, 3, . . .) of Ω, which represents
the manifestation of the genuine near-field information.

The PDM was introduced along with the first-generation s-SNOM instruments to describe
the imaging contrast mechanism [2,14,27]. In the PDM, the AFM tip is approximated as a
point-dipole located at the center of a sphere. That is, we consider a quasi-electrostatic problem of
a polarizable point-dipole located above the sample surface under exposure to an external electric
field. For the rest of the article, the terms “tip” and “point-dipole” will be used interchangeably.
We typically only consider the dipole moment in the vertical direction due to the elongated AFM
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tip geometry and p-polarized incident light that is typically used. In the rest of the article, we
discuss only the vertical dipole moment unless otherwise noted. Full vector dipole moment can
be considered in a similar fashion by considering the full polarizability tensor as discussed in
section 3.3. The (vertical) dipole moment p can be written as a superposition of the external field
Eext and the induced field Eind in the vertical direction:

p = α(Eext + Eind), (1)

where α = 4πa3 εt−1
εt+2 is the bare polarizability, a is the effective radius, and εt is the dielectric

function of the tip material. Since in the vast majority of cases of real applications a metallic tip
is used, we take α = 4πa3 in the simulations. Notice that Eind is proportional to p, and thus can
be written as Eind = pG, where G can be interpreted as the field due to a unit dipole at the dipole
position. This field is the direct result of the charge accumulation on the sample induced by the
unit dipole. Since p appear on both sides of Eq. (1), it describes the iterative interaction between
the substrate and the dipole self-consistently. Combined with Eq. (1) we have

p = αeff Eext =
α

1 − αG
Eext. (2)

The detected scattering is proportional to αeff and the n-th harmonic demodulated signal is
given by

Sn = ∫
T
0 αeff e−inΩtdt, (3)

which can be directly compared to the experimentally collected data. Here the tip motion is
assumed to be harmonic oscillation. For homogenous bulk sample, the method of image charge
applies and Eind can be simply regarded as the field due to the image dipole of dipole moment
p′ = βp, where β = ε−1

ε+1 and ε is the sample dielectric function. Therefore, we return to the
familiar expression

G =
β

16π(z + a)3
and αeff =

α

1 −
αβ

16π(z+a)3
(4)

where z + a is the distance between the point-dipole and the sample surface [14]. More generally,
G = ∫∞0 q2e−2q(z+a)rp(q,ω)dq, where q is the in-plane momentum and rp(q,ω) is the momentum-
and frequency-dependent reflection coefficient for p-polarized light. One can immediately see
that the key to adapting the PDM to arbitrary surfaces is the evaluation of G. Problems arise
when the method of image charge fails to apply in cases where the sample surface exhibits
heterogeneity. Analytical expression of G is not easy to obtain in general.

To account for the secondary far-field reflections off the sample surface, a multiplicative
far-field factor defined as (1 + r)2 is often included in the formulation, where r is the far-field
Fresnel reflection coefficient. (1 + r)Eext is essentially the illumination field at the tip position.
In our formalism, we do not explicitly discuss this effect for simplicity. In principle it can be
integrated by simulating the field at the dipole position due to an incident plane wave.

3. Integration of the FEM and the PDM

3.1. Validity and accuracy test

Next we demonstrate that the numerical evaluation of G for arbitrarily heterogeneous sample
surfaces can be done straightforwardly in a time-efficient manner with a commercial-grade
desktop computer (CPU: Intel i9 10850 K, RAM: 64 GB). Numerical solvers with optimized
algorithms for Maxwell’s equations are widely available. Popular techniques include the FEM
[28], the finite-difference time-domain method (FDTD) [29], and the method of moment (MOM)
[30]. These techniques can all be used to solve the problem at hand in principle. In this work,
we demonstrate our approach using a FEM solver (COMSOL Multiphysics) as FEM is highly
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versatile and suitable for simulating a variety of materials such as geometrically thin and optically
anisotropic structures.

In the 3D quasi-electrostatic simulations, the point-dipole has a polarizability 4πa3. For
simplicity, we create an electric point-dipole of unit dipole moment. The sample with arbitrary
geometry and various properties is modeled below the point-dipole (see an example of the
simulation setup in Supplement 1). A few examples include thin films, samples with topographic
features, 2D materials supporting surface polaritons, and plasmonic antennas as schematically
shown in Fig. 1(a). The whole simulation domain, typically a sphere or cylinder, has a size that is
much larger than a in all three dimensions. The boundary condition is set such that the potential
at the simulation domain boundaries is zero. For quasi-electrostatics the governing equation is
simply −∇ · ∇V = ρf , where V is the potential and ρf is the free charge density. The mesh size is
ensured to be much smaller than a around the dipole and sample surface to capture the field and
charge distribution accurately. Once the simulation is done, physical quantities such as the electric
field E and polarization density P are known everywhere within the simulation domain. The
evaluation of G can be done in two ways – a physical one and a numerical one. The former one
requires the computation of the induced charge distribution on the sample surfaces and volumes.
That is, the induced surface charge density is given by σ = n̂ · (P2 − P1) and the induced volume
charge density is given by ρ = ∇ · P, where n̂ is the unit surface normal, P is the polarization
density, and P1,2 refers to the polarization density on both sides of a surface. G can be calculated
by integrating the charge density over all the surfaces and volumes using Coulomb’s law. It is
important to realize that this approach is different from the previous simulation methods with
realistic tip modelling [24,31], where the dipole moment of the tip is calculated by integrating
the charge density on the tip surface. In the numerical way, two simulations need to be executed.
One simulation with the sample of its actual dielectric function and another simulation with a
sample composed of vacuum (ε = 1). G can be obtained by evaluating the difference in the
electric fields directly at the dipole position in both simulations. Once G is computed, either
physically or numerically, Sn can be calculated by Eqs. (2) and (3). Evaluating G using the
physical approach only requires a single simulation thus is preferable in terms of time efficiency.

First we test the accuracy of the simulation to determine the appropriate mesh density. This
can be done by simulating a homogeneous sample and comparing the result to the analytical
expression in Eq. (4). We use SiO2 as an example as its mid-IR resonant response is distinct
and well characterized. The dielectric function of SiO2 in the mid-infrared regime can be found
in literature [32]. The numerically simulated S2 amplitude and phase are shown in Fig. 1(b)
along with analytical calculations using Eq. (4). The consistency is excellent, confirming the
validity and accuracy of the simulation method. This simulation only takes a few minutes as the
system possesses rotational symmetry. In both the simulation and the calculation, we assume
a = 30 nm, and the tip oscillation amplitude A=50 nm. The minimum tip-sample distance is
h0 = 1 nm. These are generic experimental parameters and can be tuned accordingly. Without
loss of generality, they will be used throughout the subsequent simulations. The spectra are
normalized to the spectrum on intrinsic Si, which has a constant dielectric function εSi = 12
throughout the relevant spectral range. This convention applies to the simulations in the rest
of the article unless otherwise noted. Sn with n>2 can be simultaneously obtained but since
all the Sn show a similar trend, we mainly display S2 in the subsequent sections. Note that to
perform the Fourier integral numerically in Eq. (3) we need to compute αeff at various tip-sample
distances. We find that sampling the tip-sample distance in a logarithmic scale at only 6 points
then linearly interpolating them is sufficient to yield the accurate numerical integral in most cases
(see Supplement 1) since the near-field interaction is the strongest when the distance is small and
decays rapidly as the distance increases. To ensure accuracy all the simulations are done with at
least 8 vertical tip-sample distances.

https://doi.org/10.6084/m9.figshare.16811356
https://doi.org/10.6084/m9.figshare.16811356
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Fig. 1. Schematics of the simulated samples and simulation accuracy check. (a) Schematic
representation of various heterogeneous samples that can be simulated using our versatile
method. (b) Numerically simulated near-field amplitude and phase spectra of bulk SiO2
compared to the analytical expression in Eq. (4). The achieved excellent consistency confirms
the accuracy of our simulation. A suitable spatial mesh density can be identified by accessing
the convergence of the simulation result to the analytical expression. (c) Simulated near-field
amplitude line profiles (dots) across a flat metal-dielectrics boundary. The profiles are fitted
by the equation proposed in [23]. The profiles are vertically shifted for clarity. The inset
shows the schematics of the metal-dielectrics boundary. The dotted line indicates the scan
path. (d) The fitting parameters γd and γm for different harmonics of the tip oscillation
frequency. (e) Visulization of the surface charge distribution as the tip scans across the
boundary (from left to right). For these specific plots, the tip-sample distance is kept at
80 nm.
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Next we characterize the spatial response of our simulation using a heterogeneous sample surface
with a flat metal-dielectrics boundary [inset in Fig. 1(c)]. Here we consider εm = −104 + 104i
and εd = 4. The boundary coincides with X = 0 and the tip is scanned across the boundary at
fine steps while oscillating in the vertical direction. Figure 1(c) displays the near-field amplitude
profiles (dots) demodulated at different harmonics of the tip oscillation. The profiles are fitted
(dashed lines) by the equation proposed in Ref. [23], where γm and γd are the fitting parameters
that describe the widths of the profiles on the metal and dielectric sides respectively. The best
fit values of γm and γd are shown in Fig. 1(d). It can be clearly seen that γm is smaller than γd.
Furthermore, γ decreases with increasing demodulation order n. This is due to the well-known
fact that the tip’s near field is more confined when it probes a metal sample as compared to a
dielectric sample. Further, the near-field signal yields information about a spatially more confined
area when the demodulation order is increased. Our observations are consistent with the previous
study using more sophisticated tip modeling [23], which validifies the physical rigor of our simple
PDM formalism. As discussed in the previous section, the key driver of the near-field contrast in
the PDM is the induced surface charge, which is plotted in Fig. 1(e) for different tip positions.

3.2. Simulation of topographically heterogeneous samples

Next we demonstrate an important application of our method – the simulation of heterogeneous
sample surfaces with topographic features. We stress that it is fundamentally important to study
topography-induced near-field contrasts because they have been experimentally observed on a
routine basis (see literature examples in Supplement 1). In experiments, the topography-induced
near-field contrast is often convoluted with the genuine optical contrast. Incorrect interpretation
could potentially result in misleading and invalid conclusions of the sample properties. In this
article we mainly discuss three types of common topography-induced near-field contrasts: the
edge darkening effect, surface curvature effect, and finite size effect.

3.2.1. Edge darkening effect

The first example used here is a 500 nm by 500 nm by 30 nm PMMA square on Si substrate as
schematically depicted in Fig. 2(a). The dielectric function of PMMA can be found in [33]. The
tip is raster-scanned over the square following its topography (Fig. 2(b)) to generate a near-field
image according to the dielectric function of PMMA at the desired frequency. This type of
monochromatic imaging simulation with a fine spatial resolution typically takes about ten hours.
Figure 2(c) and (d) show S2 amplitude and phase images at ω = 1500 cm−1, where PMMA
exhibits no absorption. Figure 2(e) and (f) show simulated S2 amplitude and phase images at
ω = 1730 cm−1, where PMMA exhibits a strong near-field phase response corresponding to the
absorption caused by the C=O bound stretching [33]. The interior of the PMMA square and
the Si substrate show uniform near-field signal as expected, whereas a small dip and spike in S2
amplitude can be seen near the square edge. These fringe-like patterns parallel to the sample
edge can be best seen in the line profiles across the edge as shown in Fig. 2(g) and (h). This is the
‘edge darkening’ effect usually observed in s-SNOM imaging [34,35], which is documented in
the literature and well reproduced by our simulations.

Next, we investigate the edge-darkening effect and the underlying mechanism. To isolate the
pure topography-induced near-field signal and eliminate the contrast due to the dielectric function
difference in PMMA and Si, we perform simulations on a Si square on top of the Si substrate.
The height of the square denoted by s plays an important role in the contrast, as shown in Fig. 3(a).
The line profiles are vertically shifted in equal spacing for clarity. Several observations can be
made. First, a signal minimum right at the edge of the square is observed. This signal minimum
as a function of s is plotted in the left inset in Fig. 3(a). A fast decay and plateau are observed.
Secondly, a maximum in the S2 amplitude exists right after the edge. This maximum value
does not exhibit a monotonic behavior as a function of s as shown in the right inset in Fig. 3(a).

https://doi.org/10.6084/m9.figshare.16811356
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Fig. 2. Near-field contrast on a PMMA square on Si substrate. (a) Schematics of the PMMA
square on Si substrate. (b) The topography image corresponding to the tip position as it
scans over the PMMA square. (c) and (d) The simulated S2 amplitude and phase images at
ω = 1500 cm−1. (e) and (f) The simulated S2 amplitude and phase images at 1730 cm−1.
The line profiles (green dashed line in (c) to (f)) are shown in (g) and (h) to showcase the
edge darkening effect often observed experimentally.
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For both small and large s values the maximum is weak, only a few percent higher than the
usual Si response. Only when s ∼ 2a the maximum is prominent (∼30% higher than the bulk
Si response). To understand the edge-induced contrast, we plot the surface charge density for
different point-dipole positions X and different step heights s as shown in the table in Fig. 3(b).
For this plot the tip is kept at a constant height of z + a = 80 nm. Note that the edge is located
precisely at X = 1 µm. When the point-dipole is located at X = 0.8 µm, the charge distribution is
identical for different values of s because the edge is too far to have an electromagnetic impact at
the point-dipole. Therefore away from the edge (X<0.9 µm or X>1.1 µm) the near-field signal
is identical to that in homogenous bulk Si. When the point-dipole is at X = 1 µm, the surface
charge density presents a semi-circular distribution on the top surface of the square. For small s,
additional surface charge is accumulated on the other side of the edge. This charge contributes
to the field at the point-dipole and subsequently to the S2 signal. As s increases, the charge on
the higher side of the step is constant while the charge on the lower side rapidly diminishes,
which leads to the decreased S2 amplitude, explaining the observation in the left inset of Fig. 3(a).
On the other hand, when the point-dipole is on the lower side of the step (X = 1.03 µm), the
point-dipole not only interacts with the bottom surface but also with the wall. When s is small, the
charge on the wall is negligible. When s is large the surface charge on the wall is reminiscent of
an image dipole with opposite orientation. This dipole-dipole interaction boosts the field at the tip
dipole, leading to the observed maximum in S2 amplitude. In this scenario, one expects the same
signal enhancement at larger s. However, as shown in the right inset of Fig. 3(a), this enhanced
S2 gradually disappeared with s>60 nm. This is because for large s, the dipole-dipole interaction
with the step wall is not strongly modulated by the tip oscillation. Therefore, demodulation at
higher harmonics of the tip oscillation frequency filters out this tip-wall interaction, leading to
a minimal signal increase in S2. Only when s is comparable to a, the interaction is sensitive
to z and contributes to the demodulated signal. Note that in real samples, instead of an ideal
vertical edge, the edge typically has a finite slope. This could potentially induce differences in
the observation and should be addressed carefully.

We reiterate that one of the important advantages of the PDM is an easy-to-interpret physical
picture. However, a quantitative comparison between simulated and experimental data requires
caution since the experimental situation is often more complicated. For example, inappropriate
AFM scanner feedback settings could lead to bad tip contact while it scans over a sharp edge.
As the near-field signal is very sensitive to the tip-sample distance, poor tip contact can easily
lead to a significant decrease in near-field signal, which is different from the edge darkening
effect discussed above. Furthermore, many commercial AFM tips have a large opening angle
(Supplement 1). This often leads to the interaction of the tip shank to the edge [36], resulting
in a different contrast mechanism. In addition, as previously noted, the far-field effects such
as secondary reflections of the incident and scattered light are not explicitly considered in
our current simulation. Such an effect could also lead to anomalous near-field signal contrast
especially when a topographically complex surface is present. This could in principle be
studies using electrodynamic simulations with far-field incident light under the same framework.
Nonetheless, the PDM employed here still offers clear physical insight and qualitative agreement
in understanding the long-standing problem of the topography-induced near-field signal contrast.

3.2.2. Surface protrusion and cavity

Another topography feature that one often encounters when performing s-SNOM measurements
refers to small surface imperfections such as nanoscale protrusions and cavities. They can
be naturally occurring or originate from sample preparation and handling processes. These
surface features would inevitably lead to near-field signal contrast that is often confused with
the optical properties of the materials. The geometry of these defects can be irregular but as
an approximation, we idealize them as hemispheroidal on a flat surface as schematically shown

https://doi.org/10.6084/m9.figshare.16811356
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Fig. 3. Near-field contrast across a sharp Si edge. (a) The line profiles of S2 amplitude
across the edge of different heights s on a Si surface. The lines are vertically shifted by equal
spacing for a clearer display. The left inset shows the signal at the edge as a function of s
(corresponding to the minimal values), where an exponential-like decay is observed. The
right inset shows the signal after the edge (corresponding to the maximal values), where
a non-monotonic behavior is observed. (b) The surface charge distribution at different
point-dipole positions as it scans over the square edge.
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in Fig. 4(a). As a concrete example, we fix the in-plane semi-axis length of the spheroid to be
2a = 60 nm and the out-of-plane semi-axis length as a variable h. In our notation, positive h
corresponds to surface protrusion and negative h represents surface cavity.

329 This finding immediately opens up several interesting perspectives. For example, a desired 
330 enhancement of the near-field signal. Similar ideas have been demonstrated by using a resonant 
331 substrate, plasmonic antenna, and graphene nano-disk(31, 37, 38).  To further illustrate this 
332 concept, we demonstrate that depositing a thin film on a nanoscale cavity can boost the near-
333 field signal and contrast. 3 nm PMMA film is deposited on top of Si substrate with a surface 
334 cavity. In experimental conditions where the optical alignment is not optimized, the spectral 
335 feature of PMMA can be easily overwhelmed by the noise. Simulated spectroscopy results with 
336 random noise added at a signal-to-noise ratio (SNR) of 15 are shown in Fig. 4(f). When the Si 
337 substrate is flat (ℎ = 0 nm), the weak resonance fingerprint is overwhelmed by the noise. On 
338 the other hand, when the thin film is deposited inside the surface cavity, both the absolute signal 
339 and the contrast are strongly boosted (by almost 100%), making the spectral fingerprint more 
340 easily identifiable. This method is especially suitable for characterizing thin polymers, 
341 molecules, and van der Waals crystals as they often exhibit week vibrational resonances in the 
342 IR frequency range and can be easily transferred to arbitrary substrates(33, 39–41). However, 
343 additional attention needs to be paid as the strain induced by the protrusion or cavity could 
344 potentially alter the intrinsic properties of some materials. 

345

346 Fig. 4. Surface topography induced near-field signal suppression and enhancement. (a) Schematics of the geometry 
347 used to model surface defects. (b) and (c) 𝑆2 amplitude and phase spectra on PMMA for different values of ℎ. The 
348 spectra are normalized to Si. The inset in (b) displays the 𝑆2 amplitude at 1600 cm―1 indicated by the dashed line as a 
349 function of ℎ. A nearly linear relationship is observed. (e) The relative 𝑆2 amplitude defined as 𝑆2(ℎ)/𝑆2(ℎ = 0). (f) 
350 𝑆2 amplitude spectra for 3 nm PMMA thin film deposited on a surface cavity with different values of ℎ. The cavity 
351 enhances the signal level and the contrast of PMMA spectra. Random noise is added to each spectrum to mimic real 
352 experimental noise with a SNR of 15. Note that the curves in (e) and (f) are not shifted vertically.

353 Next, we examine the topography-induced contrast by surface protrusion and cavity in Si and 
354 attempt to understand the contrast mechanism. The result is displayed in Fig. 5(a). The trend is 
355 similar to that in the inset of Fig. 4(b). The projected surface charge distribution inside the 
356 protrusion (top row) and cavity (bottom row) are portrayed in Fig. 5(b) for |ℎ| = 60 nm (left 
357 column) and |ℎ| = 90 nm (right column). This immediately leads to an intuitive physical 
358 picture. When the point-dipole is above a surface protrusion, the induced charge is further away 
359 from the point-dipole due to the concave curvature. The increased distance causes weaker 

Fig. 4. Surface topography induced near-field signal suppression and enhancement. (a)
Schematics of the geometry used to model surface defects. (b) and (c) S2 amplitude and
phase spectra on PMMA for different values of h. The spectra are normalized to Si. The
inset in (b) displays the S2 amplitude at 1600 cm−1 indicated by the dashed line as a function
of h. A nearly linear relationship is observed. (e) The relative S2 amplitude defined as
S2(h)/S2(h = 0). (f) S2 amplitude spectra for 3 nm PMMA thin film deposited on a surface
cavity with different values of h. The cavity enhances the signal level and the contrast of the
PMMA spectra. Random noise is added to each spectrum to mimic real experimental noise
with a SNR of 15. Note that the curves in (e) and (f) are not shifted vertically.

First, we simulate the spectroscopic response of PMMA with the point-dipole located at the
center of the defect. The amplitude and phase spectra are shown in Fig. 4(b) and (c). Clear
spectral contrast is observed predominantly in the amplitude spectra while the phase spectra
are nearly inert to this topographic feature. When a surface protrusion is present the spectral
signal is generally suppressed while in the case of a surface cavity the signal is elevated. This
phenomenon is consistent with experimental observations that have been well known. Yet its
mechanism has not been carefully examined. The inset in Fig. 4(b) shows the S2 amplitude
at 1600 cm−1 as a function of h. A monotonic and nearly linear relationship is observed. For
weak resonator such as PMMA, this topography-induced contrast is insensitive to the material
property, as can be seen on the relative S2 amplitude spectra in Fig. 4(e), where the relative S2 is
defined as S2(h,ω)/S2(h = 0,ω). For strong resonators such as SiO2, the situation is much more
complicated (Supplement 1).

This finding immediately opens up several interesting perspectives. For example, a desired
enhancement of the near-field signal. Similar ideas have been demonstrated by using a resonant
substrate, plasmonic antenna, and graphene nano-disk [31,37,38]. To further illustrate this
concept, we demonstrate that depositing a thin film on a nanoscale cavity can boost the near-field
signal and contrast. 3 nm PMMA film is deposited on top of a Si substrate with a surface cavity.
In experimental conditions where the optical alignment is not optimized, the spectral feature of

https://doi.org/10.6084/m9.figshare.16811356
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PMMA can be easily overwhelmed by the noise. Simulated spectroscopy results with random
noise added at a signal-to-noise ratio (SNR) of 15 are shown in Fig. 4(f). When the Si substrate is
flat (h = 0 nm), the weak resonance fingerprint is overwhelmed by the noise. On the other hand,
when the thin film is deposited inside the surface cavity, both the absolute signal and the contrast
are strongly boosted (by almost 100%), making the spectral fingerprint more easily identifiable.
This method is especially suitable for characterizing thin polymers, molecules, and van der Waals
crystals as they often exhibit week vibrational resonances in the IR frequency range and can
be easily transferred to arbitrary substrates [33,39–41]. However, additional attention needs
to be paid as the strain induced by the protrusion or cavity could potentially alter the intrinsic
properties of some materials.

Next, we examine the topography-induced contrast by surface protrusion and cavity in Si and
attempt to understand the contrast mechanism. The result is displayed in Fig. 5(a). The trend
is similar to that in the inset of Fig. 4(b). The projected surface charge distribution inside the
protrusion (top row) and cavity (bottom row) are portrayed in Fig. 5(b) for |h| = 60 nm (left
column) and |h| = 90 nm (right column). This immediately leads to an intuitive physical picture.
When the point-dipole is above a surface protrusion, the induced charge is further away from the
point-dipole due to the concave curvature. The increased distance causes weaker electric field on
the dipole, i.e. G. In the cavity case the convex curvature forces the induced charge closer to
the dipole, leading to stronger induced electric field. That is, when the tip is inside a cavity the
near-field interaction is enhanced. The larger |h| the more prominent this effect becomes.

Fig. 5. Comparsion of electric field under the tip Ez and the scattering amplitude S2. (a)
S2 amplitude as a function of h on Si. (b) The projected charge distributions for 60 nm
protrusion (top left), 90 nm protrusion (top right), 60 nm cavity (bottom left), and 90 nm
cavity (bottom right). (c) The vertical component of the electric field between the dipole
and the sample surface for z + a = 100 nm and 50 nm. The y-axis is the percentage change
compared to that at h = 0 nm.

Instead of the demodulated dipole moment, it is a common practice to use the vertical direction
electric field |Ez | between the dipole and the sample to simulate the experimentally measured
near-field signal [42–45]. This simplified method does offer a good qualitative simulation in
some cases. However, the choice of the simulation parameters is often ad hoc and the relative
contrast is not quantitatively reliable [24]. For example, the position where the field is evaluated
and the dipole-sample distance have a significant impact on the result. In Fig. 5(c) we plot the
electric field intensity in the vertical direction evaluated halfway between the point-dipole and the
sample surface for two dipole-sample distances as a function of h. Compared to Fig. 5(a), we see
that the change in |Ez | is in the order of 1% as h varies from −100 nm to 100 nm, which is orders
of magnitude smaller than the change in S2. This is due to the background field created by the
dipole being much stronger than the field generated by the induced surface charge. is not sensitive
to the background field due to the demodulation procedure. For 50 nm tip-sample distance, the
|Ez | curve shows a qualitatively similar trend as S2 while for 100 nm tip-sample distance the trend



Research Article Vol. 29, No. 24 / 22 Nov 2021 / Optics Express 39659

between |Ez | and S2 is totally different. Therefore, when exploring the near-field contrast, our
method of calculating S2 should be preferred against simply plotting |Ez |.

3.2.3. Finite size effect

Finally we wrap up our investigation of topographically heterogeneous samples by studying the
influence of sample lateral size on the near-field contrast. Although s-SNOM is known to have a
∼10 nm spatial resolution only limited by the tip apex radius of curvature [23,24], it is important
to realize that the information collected by the tip at one location is not solely from a 10 nm
by 10 nm area under the tip. This is evident by the experimental observation of the strongly
size-dependent near-field contrast even when the size of the feature is orders of magnitude larger
than the tip apex [39,46–48]. It should not come as a surprise since the spatial distribution of
the tip-enhanced electric field spatially extends over a volume that is larger than the tip apex
even though the strongest enhancement occurs within the size of the tip apex. Here we aim to
reproduce and study this phenomenon using our point-dipole formalism. First we investigate
30 nm thick PMMA disk with various radius r on Si substrate. The simulated S2 as a function of
r at 1500 cm−1 is shown in the bottom left panel of Fig. 6(a), which shows that the near-field
signal saturates at around r = 60 nm. The top and bottom right panels show the S2 amplitude
and phase spectra on disks with various r. Both the amplitude and phase diminish as decreasing
r. As a comparison, we simulate 30 nm thick gold with various radius r on Si substrate as shown
in Fig. 6(b). For gold disk the saturation radius seems to be larger than 100 nm, significantly
larger than that of the PMMA disk. We attribute this to the near field being much stronger in
gold. Consequently, the laterally extended stray field exhibits a more significant impact on gold
than PMMA.

Next we simulate the near-field response of a gold particle with varying radius on Si substrate
as the results shown in Fig. 6(c). Here, the near-field amplitude does not monotonically increase
with particle size since there are two competing effects in action: the lateral and the vertical field
extension. For example, from r = 1 nm to r = 10 nm the tip is lifted further away from the Si
substrate, while the lateral size of the gold particle is not sufficiently increased to compensate
the signal loss induced by this increasing tip-substrate distance. The net effect is a dip in the
S2 amplitude. In the case of the disk, only the lateral field extension plays a role and thus a
monotonic near-field amplitude is observed. The skin effect does not show to be important in our
simulations. However, when the penetration depth of the field is comparable or larger than the
material thickness, the contrast could exhibit a different behavior.

Lastly we simulate near-field images on 30 nm thick PMMA disks with 50 nm, 100 nm, and
200 nm radius on Si substrate as shown in Fig. 6(d). Again, the edge darkening effect is observed.
More importantly, the size-dependent near-field contrast between 50 nm disk and 100 nm disk
can be clearly seen in the line profiles shown in Fig. 6(e) (indicated by the red arrow). Our PDM
simulations together with previous experimental observations [39,46–48] demonstrate that the
measured near-field signal starts to depend on sample topography information at a critical disk
radius rc ∼100 nm. Any samples below this size starts to exhibit strong size-dependent response.
However, for realistic AFM tip this number is expected to be larger as the field around a realistic
tip is more comparable to a monopole than a dipole [12]. Clearly the dipole field is more confined
than the monopole field. Therefore the PDM likely underestimates the spatial extension of the
field as discussed in Supplement 1. This also explains why the PDM often underestimates the
penetration depth of the field [32].

3.3. Mapping surface plasmon polaritons in a graphene nanostructure

A tremendously successful research field involving s-SNOM is the spatial mapping of surface
plasmon polaritons in van der Waals crystals [4,17,49–51]. In polariton imaging, the tip-launched
polariton manifests itself as fringes parallel to the reflecting surface with periodicity λp

2 in
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Fig. 6. Simulated size-dependent near-field signal. (a) radius dependent S2 amplitude and
phase spectra (right panel) at the center of a 30 nm thick PMMA disk with radius r on Si
substrate. Inset in the bottom right panel shows the S2 phase at the absorption peak as
a function of r. S2 amplitude at 1500 cm−1 is shown in the left bottom panel. For disk
radius below 100 nm, a significant decrease in near-field amplitude is observed. (b) radius
dependent S2 amplitude at the center of a 30 nm thick gold disk with radius r on Si substrate.
(c) S2 amplitude at the center of a gold particle with radius r on Si substrate. (b) and (c)
are simulated at 1500 cm−1. (d) Simulated S2 amplitude images of a 30 nm thick PMMA
disk with 50 nm (left), 100 nm (center), 200 nm (right) radius on Si substrate. (e) The line
profiles taken along the green dashed lines in images in (d). The difference in S2 amplitude
due to the lateral size is indicated by the red arrow. All spectra and images in this figure are
normalized to that on Si.

near-field images, where λp is the polariton wavelength. However, complications exist so an
accurate simulation method is of great interest. For example, upon reflection the polariton in
graphene is known to pick up an anomalous phase shift [52]. In addition, when the polariton
medium is fabricated as nanostructures whose size is comparable to λp, complex interference
patterns occur where no clear periodicity can be found [53].

Our generalized PDM also provides a suitable platform for simulating polaritons in structures
with arbitrary size and geometry. Next we demonstrate its usefulness by taking as an example the
case of a graphene nano-disk, as inspired by the previous studies [31,45]. To model graphene, its
2D optical conductivity is calculated using the random phase approximation [15,49], in which
we set the Fermi level to 0.4 eV and the damping rate to 0.33 ps as an example. For numerical
reasons, graphene is modeled as a 3D thin layer with thickness d ≪ a. The 3D conductivity
can be calculated as σ3D = σ2D/d. A graphene nano-disk of 300 nm radius on SiO2 substrate
is simulated. To obtain the near-field images, the point dipole is raster scanned, following the
same procedure as in the previous sections. The simulated near-field images at three different
characteristic frequencies are shown in Fig. 7(a), (b), and (c). A strongly frequency-dependent
pattern is observed due to the change of λp, corresponding to the different breathing modes
resonances. This can be understood by investigating the plasmon dispersion in graphene, which
is conveniently visualized as the poles in the imaginary part of the p-polarized frequency- and



Research Article Vol. 29, No. 24 / 22 Nov 2021 / Optics Express 39661

momentum-dependent reflection coefficient Im(rp(ω, q)), as shown in Fig. 7(d). Avoided crossing
is observed at around 800 cm−1 due to the weak phonon resonance in the SiO2 substrate.

Fig. 7. Simulation of a graphene disk in real and spectral space. (a), (b), and (c), S2
amplitude (arbitrary unit) and phase images for a graphene nano-disk of 300 nm radius at
860 cm−1, 900 cm−1, and 950 cm−1, respectively. The Fermi level of graphene is 0.4 eV and
the damping rate is 0.33 ps. The scale bar (100 nm) in (a) applies to all figures. (d) Plasmon
dispersion in graphene on SiO2 substrate shown as the false colormap of Im(rp(ω, q))
calculated using the transfer matrix method. (e) S2 amplitude spectra with the point-dipole
at the center of the disk (blue curve) and the edge of the disk (red curve). The plasmon
frequency and wavelength extracted from the peaks and valleys in the disk center spectrum
is denoted as green crosses in (d).

To associate the near-field images to the dispersion relation, spectroscopy simulations are
performed with the point-dipole located at the disk center and the disk edge. The simulated
S2 amplitude spectra are shown in Fig. 7(e). In the disk center, the spectrum exhibits multiple
oscillations, corresponding to the breathing modes. The resonance condition is given by
2r
λp

− 0.75 = n for n = 0, 1, 2, . . ., where 0.75 corresponds to the aforementioned anomalous
phase shift due to reflection [31]. Therefore, plasmon wavelength can be easily determined from
the spectrum. The extracted plasmon frequency and wavelength are plotted as green crosses in
Fig. 7(d), which follow the dispersion curve as expected. The spectrum on the disk edge only
shows a weak oscillation. This is due to the circumference of the disk is much larger than λp,
where strong resonance does not form.

We note here again that in previous studies it was common to simulate the near-field images
on surface polariton media such as graphene and MoO3 using a fixed point-dipole source [44,45].
In such a simulation the near-field signal is represented by the electric field intensity between
the dipole and the sample. This type of simulation does not consider the back-action of the
sample response to the dipole and thus lacks physical rigor as the tip-sample interaction in most
cases should be considered. Although similar spatial polariton interference patterns can often be
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observed using both simulation methods, differences in signal contrast can occur (Supplement 1).
Further studies with experimental data are required on this topic.

3.4. Strong near-field excitation of the plasmonic optical antenna

In some cases, besides the near-field excitation mediated by the tip, the far-field incident light
plays a crucial role as well. A prominent example is the s-SNOM imaging of plasmonic structures
such as plasmonic antennas and metamaterials. As demonstrated in numerous studies, s-SNOM
imaging can qualitatively map the electric field distribution above the plasmonic antennas [54–58].
In this type of experiments a dielectric tip instead of the typical metal-coated tip is favorable as
the near-field created by the dielectric tip is negligible. To a good approximation the antenna is
only excited by the far-field incident light. The near-field created by the antenna polarizes the
dielectric tip, leading to tip scattering. This way the plasmonic response of the antenna is solely
responsible for the detected signal, making s-SNOM imaging a suitable tool for characterizing
the intrinsic antenna behavior. A previous study has reported a novel simulation method for
this scenario [59]. Conversely, when a metal-coated tip is used, the near-field initated by the tip
also plays an important role, making the detected tip scattering signal a result from the antenna
plasmonic field excited by both the far-field incident light and the enhanced near-field under the
tip. The precise imaging contrast requires careful consideration of the coupling between the
antenna and the tip [59]. This situation is rarely discussed in the literature due to the lack of an
efficient modeling platform.

Here we demonstrate that our extended PDM can be employed to reveal the tip-antenna coupling,
leading to novel insights in the imaging contrast and augmenting the previously reported simulation
method applicable for weakly scattering tips [57,59]. Two limits corresponding to the weak and
strong tip scattering are discussed next. When the tip is a weak scatterer, it is considered to be
sorely polarized by the antenna field. In this case we have

p = αEant, (5)

where Eant is the field created by the antenna under incident light excitation. In the strong tip
scattering limit, the tip creates very strong near field such that the antenna is only excited by the
tip field instead of the far-field incident light. In this limit the role of the plane wave is only to
excite the dipole moment of the tip so we have

p = α(Eext + Gp). (6)

It is important to realize that both the weak and strong tip scattering limits are mathematical
idealizations. In reality, both the near-field and far-field excitations are important for the antenna
response and tip scattering, especially when a metal-coated tip is used. The general self-consistent
vector dipole moment can be written as

p = α(Eext + Gp + Eant), (7)

In the above relations the full polarizability tensor is considered due to the fact that x and y
components of the field are often comparable to the z component and thus can not be ignored.
Since the polarizability along the vertical direction is significantly larger than the other directions,
anisotropic polarizability can in principle be considered. For simplicity we consider an isotropic
polarizability tensor such that αx = αy = αz = α. For rigorousness, the far-field scattering
recorded by the detector at a specific direction from p needs to be carefully calculated [59,60], but
here we use the approximation that the total scattered field is the average of that from px, py, and
pz. As we will show, this approximation already gives a very good qualitative prediction. Note
that G is a tensor whose element Gij (i, j = x, y, z) represents the i component of the field at the
point-dipole position induced by a unit dipole in the j direction. Gij can be obtained by simulating

https://doi.org/10.6084/m9.figshare.16811356
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the induced field at the dipole position from a unit dipole pointing at x, y, and z direction
individually. Equation (7) provides a way to simulate the dipole moment and subsequently the
near-field signal beyond the weakly scattering tip limit. The details can be found in Supplement
1.

As a concrete example, a 1 µm long gold antenna on a dielectric substrate (εsub = 4) is
investigated for two polarization situations as depicted in Fig. 8(a). In the simulation, the external
illumination is a plane wave. For s-polarized incidence the unit wavevector k̂ =

(︂
0,

√
2

2 ,−
√

2
2

)︂
and

for p-polarized incidence k̂ =
(︂√

2
2 , 0,−

√
2

2

)︂
. This way the antenna can be efficiently excited by

the far-field incident light in both cases. Note that in this simulation quasi-electrostatics is no
longer valid since the size of the antenna is comparable to the wavelength. The propagation of
the dipole field and the retardation effect are of great importance. Therefore, an electrodynamic
solver needs to be employed to solve the full set of Maxwell’s equations. First we study the weak
tip scattering case. The incident field has unit field strength and the self-consistent dipole moment
p is calculated according to Eq. (5). In Fig. 8(b) we show the amplitude of p/α as a function of
X (position across the long axis of the antenna as indicated by the dashed line in Fig. 8(a)) and z
(tip-sample distance). For s-polarized incidence, a symmetric response with strong enhancement
towards both ends of the antenna is observed, in accordance with the previous report. The
hot spots on both ends of the antenna are the signature of its plasmonic dipolar response. For
p-polarized incidence, a similar result with a slight asymmetry due to the illumination angle is
obtained. On the other hand, in the strong tip scattering limit, the amplitude of p/α calculated
according to Eq. (6) is shown in Fig. 8(c). Clearly it is very distinctive from the weak scattering
tip case. The dipole moment is roughly a constant as the tip scans over the antenna.

Fig. 8. Simulation of a gold antenna with weak, strong, and realistic tip scattering. (a)
Schematics of the simulations of two incidence polarizations. For s-polarized incidence
(top) the unit wavevector k̂ =

(︂
0,

√
2

2 ,−
√

2
2

)︂
and for p-polarized incidence (bottom) k̂ =(︂√

2
2 , 0,−

√
2

2

)︂
. (b) The simulated amplitude of the self-consistent dipole moment in the weak

tip scattering limit as a function of position for s-polarized incidence (left) and p-polarized
incidence (right). (c) The simulated amplitude of the self-consistent dipole moment in
the strong tip scattering limit as a function of position for s-polarized incidence (left) and
p-polarized incidence (right). Vertical dashed lines in (b) and (c) indicate the edge of the
antenna. (d) S2 amplitude (arbitrary unit) for weak tip scattering, strong tip scattering, and
realistic tip scattering cases for s-polarized incidence (left) and p-polarized incidence (right).
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In an experiment where a metal-coated tip is used, we are in the intermedium of the two limits.
That means both the far-field and near-field excitations are crucial ingredients for the measured
signal. In this case p should be calculated using Eq. (7). However, it should be noted that the
polarizability α is much smaller than that of the antenna due to a3 being orders of magnitude
smaller than the volume of the antenna. That is why the dipole moment for the strongly scattering
tip in Fig. 8(c) has a smaller value than that in Fig. 8(b) for the weakly scattering tip. Real AFM
tips have a typical shank length ∼10 µm, comparable or even larger than the antenna size in
the optical frequency regime. Consequently, to account for the correct relative strength of the
far-field and near-field excitations, a phenomenological factor c is added such that the modified
Eq. (7) reads

p = α(Eext + Gp + cEant). (8)
This c controls the role of the tip. c = 0 corresponds to the strong tip scattering limit while

c →= ∞ represents the weak tip scattering limit. For realistic tips c takes a finite value and
can be used to fit the experimental data. We show in the example below that c = 0.1 renders
reasonable results. Finally, we demodulate the dipole moment from Eqs. (5), (6), and (8) to
obtain the near-field signal as shown in Fig. 8(d) for s-polarized incidence (left) and p-polarized
incidence (right). S2 amplitude for the intermedium case and p-polarized incidence (red solid
curve) reproduces the experimental observations very well [61,62].

4. Conclusion and discussions

In summary, we demonstrate a framework that merges the FEM and the PDM to enable
simulations of near-field imaging and spectroscopy measurements on arbitrarily heterogeneous
sample surfaces. Our highly time-efficient simulation method provides profound physical insights
into a wide range of problems involving s-SNOM. More specifically, in a series of proof-of-
concept applications we demonstrate its usefulness for the (i) study and understanding of the
topography-induced near-field contrast, (ii) surface plasmon polariton in graphene nanostructures,
and (iii) plasmonic resonance in plasmonic antennas. Generally, this versatile simulation
technique can be applied to analyze any other experimental scenarios that are suitable for PDM
approximation. In this article, only isotropic materials are investigated as a proof-of-concept.
Material anisotropy can be conveniently incorporated into our general and versatile method. Our
proposed method also opens the door for other applications such as generating training data for
machine learning [63]. This is of important significance taking into account that training data
availability is one of the most severe bottlenecks in the development of artificial intelligence
methods, which are currently transforming many fields of science.

It is important to realize that although the PDM has physical merits, the important role of the
elongated tip shank should not be overlooked when analyzing the data in a highly quantitative
manner. For example, it has been shown that the PDM underestimates the probing depth in
s-SNOM and does not capture the strong resonances very well [12,32,47,64]. Although efforts
have been devoted to this direction [21–24,31,36,65], efficient methods for simulation of near-field
imaging and spectroscopy with realistic tip modeling await more explorations. As demonstrated
in a previous study, one method to approximate a spheroidal tip is to place multiple point-dipole
inside the spheroid while matching the boundary condition on its surface [49]. This method can
be combined with the FEM for arbitrarily heterogeneous sample surfaces. However, a significant
increase in simulation time is expected.

Besides s-SNOM, many other tip-enhanced microscopy techniques share the same difficulties
with respect to quantitative modeling. Our simulation framework is well suited to serve as
a practical starting point and motivate future efforts to simulate other tip-enhanced optical
microscopy techniques such as photo-induced force microscopy, peak-force scanning near-field
optical microscopy, or tip-enhanced photoluminescence [66–68]. Furthermore, when coupled to
other physics processes such as electronic and heat transports, it can be used to model near-field



Research Article Vol. 29, No. 24 / 22 Nov 2021 / Optics Express 39665

photocurrent microscopy [69–72] and photothermal microscopy techniques such as AFM-IR
[73].
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