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Two-dimensional electron gas at the PbTiO3/SrTiO3 interface: An ab initio study
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In the polar catastrophe scenario, polar discontinuity accounts for the driving force of the formation of a
two-dimensional electron gas (2DEG) at the interface between polar and nonpolar insulators. In this paper,
we substitute the usual, nonferroelectric, polar material with a ferroelectric thin film and use the ferroelectric
polarization as the source for polar discontinuity. We use ab initio simulations to systematically investigate
the stability, formation, and properties of the two-dimensional free-carrier gases formed in PbTiO3/SrTiO3

heterostructures under realistic mechanical and electrical boundary conditions. Above a critical thickness, the
ferroelectric layers can be stabilized in the out-of-plane monodomain configuration due to the electrostatic
screening provided by the free carriers. Our simulations also predict that the system can be switched between three
stable configurations (polarization up, down, or zero), allowing the nonvolatile manipulation of the free-charge
density and sign at the interface. Furthermore, the link between ferroelectric polarization and free-charge density
demonstrated by our analysis constitutes compelling support for the polar catastrophe model that is used to
rationalize the formation of 2DEG at oxide interfaces.
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I. INTRODUCTION

Today, developments in deposition techniques allow re-
searchers to routinely grow atomically sharp interfaces be-
tween transition metal oxides, boosting research on emergent
phenomena at complex oxide interfaces [1,2]. Among these
phenomena, one of the most striking examples is the formation
of two-dimensional electron gas (2DEG) at the interface of two
band insulators, LaAlO3 (LAO) and SrTiO3 (STO) [3]. During
the past decade, considerable research efforts have been
devoted to explore the LAO/STO interface and similar systems,
showing that, at oxide interfaces, 2DEG can exhibit enhanced
capacitance [4], magnetism [5], superconductivity [6,7], or
combinations of these properties [8,9]. The discovery of 2DEG
and the possibility of its manipulation and coupling with other
functional properties typical of oxide perovskites have fueled
intense research activity aiming at exploiting its potential
functionalities. Indeed, several potential practical applications
based on 2DEG have been proposed, including field effect
devices [10–14], sensors [15], and solar cells [16,17].

Despite all these efforts, the driving force for the accu-
mulation of free charge at these interfaces and the origin of
the charge itself are still controversial issues. In the polar
catastrophe scenario [18], a widely acknowledged model, the
driving force for the formation of 2DEG is the mismatch of
formal polarizations between the constituent materials [19].
Such discontinuity has a huge electrostatic energy cost and
thus triggers a series of screening mechanisms that yield the
accumulation of free charge at the interface. Among the various
mechanisms that have been proposed, one of the most notables
is electronic reconstruction. According to the conventional
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meaning of this term in the context of polar interfaces (see
Ref. [20] for example), in pristine structures (with no defects,
or surface adsorbates), this mechanism consists of a charge
transfer between the valence and conduction bands of the
system that results in an accumulation of free carriers at the
interface. In practice, this mechanism might be accompanied
by alternative sources of free charge, such as defects or
surface redox processes [21–23]. Nevertheless, regardless of
the source of the free charge, the properties of the 2DEG can
in principle be tuned by manipulating its driving force, i.e., the
polar discontinuity.

The polar discontinuity can be tuned in different ways. For
polar centrosymmetric materials like LAO, the polar discon-
tinuity can be effectively changed by choosing different crys-
talline orientations for the interface [24], or diluting the polar
material [25]. After growth, the density of charge carriers at the
interface can be tuned with an external electric field [10–14].
Another interesting possibility is to couple the 2DEG with
a ferroelectric material, since the spontaneous polarization
of the ferroelectric material might allow the nonvolatile
manipulation of the electrostatic boundary conditions of the
system. This approach was demonstrated in Ref. [26], where
the authors observed a nonvolatile metal-insulator transition
in the LAO/STO interface after switching the spontaneous
polarization of a ferroelectric layer deposited over the LAO.

A more radical alternative is to directly replace the polar
material with a ferroelectric layer, where the ferroelectric
polarization could constitute the source for the polar dis-
continuity, instead of the “built-in” polarization of a polar
material such as LAO. Such a ferroelectric system would
possess some advantageous properties. First, unlike in the case
of LAO, the magnitude of the polar mismatch in ferroelectric
interfaces can be increased or decreased, and even the sign of
the discontinuity might be switchable with the polarization.
Second, ferroelectric thin films are typically grown at a
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temperature higher than the Curie temperature, meaning that
for usual materials (BaTiO3, PbTiO3, PbZrxTi1−xO3, etc.),
there is no polar discontinuity during growth, and therefore
these systems should be less prone to the formation of charged
defects. Of course, this scenario also presents some problems.
The switchable nature of ferroelectric polarization allows the
system to find alternative routes to avoid or minimize the
polar catastrophe, like forming domains or stabilizing in a
paraelectric phase.

The possibility of a 2DEG at ferroelectric interfaces
has been recently explored using first-principles calculations
and phenomenological models. Simulations of symmetric
KNbO3/ATiO3 (A = Sr, Ba, Pb) superlattices suggested that
indeed the properties of 2DEG formed at ferroelectric inter-
faces can be modulated with polarization [27]. Nevertheless,
the KNbO3 layers used in that paper were not stoichiometric,
and thus the superlattices were metallic by construction
(intrinsic doping). Therefore, no conclusion about the stability
of the 2DEG itself could be extracted from those results.

Very recently, two independent papers have provided strong
arguments supporting the possibility of a 2DEG sponta-
neously forming to screen the depolarizing field in ferro-
electric thin films and its subsequent manipulation through
its coupling with the polarization. Ab initio simulations of
BaTiO3/STO/BaTiO3 slabs have revealed that 10-unit-cell-
thick BaTiO3 layers can sustain a monodomain polarization
with free carriers appearing at the surface and interface [28].
However, this monodomain state was only found in one combi-
nation of polarization direction (pointing towards the interface)
and surface termination (TiO2-terminated), while all other
configurations turned out to be paraelectric and insulating after
ionic relaxation. In another independent study, a Landau-based
model was used to discuss the stabilization of a monodomain
ferroelectric phase thanks to the screening provided by a 2DEG
spontaneously formed after an electronic reconstruction [29].
As in the case of the LAO/STO interface, the 2DEG (and
consequently the monodomain ferroelectricity) only becomes
stable above a critical thickness of the ferroelectric layer, which
depends on the energetics associated with the mechanism that
provides the free charge. The model even suggested that in the
appropriate conditions, the monodomain polarization screened
by a 2DEG might be more stable than the polydomain one.
Indeed, in experiments, monodomain polarization is routinely
observed in ferroelectric thin films on insulating substrates
[30–35]. Such a configuration, which can only be stable if
the free charge accumulates at the interfaces, together with
the two previously mentioned theoretical papers provide a
strong motivation to further investigate and characterize these
systems.

Here, we perform first-principles simulations systemat-
ically to analyze the formation of two-dimensional (2D)
electron and hole gases in a prototypical ferroelectric interface,
PbTiO3/SrTiO3 (PTO/STO), under realistic mechanical and
electrical boundary conditions. We investigate the transition
with thickness from paraelectric to a tristable regime in which
two polar (and metallic) and one nonpolar (and insulating)
configurations are accessible. The properties of the stable
monodomain structure and the 2D free-carrier gases are
investigated, providing a detailed analysis of the free-charge
distribution.

II. METHODOLOGY

We carried out simulations of PTO/STO heterostructures
using the formalism of the density functional theory as
implemented in the SIESTA method [36]. Exchange and cor-
relation were treated within the local density approximation.
Core electrons were replaced by ab initio norm-conserving,
fully separable [37], Troullier-Martin pseudopotentials [38].
For Pb atoms, the scalar relativistic pseudopotential was
generated using the reference configuration 6s2, 6p2, 5d10,
and 5f 0 with cutoff radii of 2.0, 2.3, 2.0, and 1.5 atomic
units, respectively. In SIESTA, the one-electron eigenstates
are expanded in a set of numerical atomic orbitals. The Pb
basis set included a single-ζ basis set for the semicore 5d

orbitals, a double ζ for the valence 6s and 6p orbitals, and
a single ζ for two extra 6d and 5f polarization functions.
The details about the pseudopotential and basis set of the rest
of the atoms can be found elsewhere [39]. A Fermi-Dirac
distribution with a temperature of 100 K (∼ 8.6 meV) was
used to smear the occupancy of the one-particle electronic
eigenstates. Reciprocal space integrations were performed on a
Monkhorst-Pack [40,41] k-point mesh equivalent to 6 × 6 × 6
in a five-atom perovskite unit cell, while for real space
integrations, a uniform grid with an equivalent plane-wave
cutoff of 600 Ry was used.

In this paper, the in-plane lattice constant in all calculations
was fixed to that of the fully relaxed cubic STO in bulk, i.e.,
a = 3.874 Å, to implicitly simulate the mechanical constraint
imposed by the substrate. In constrained bulk PTO, the
out-of-plane lattice constant is found to be c = 4.03 Å, with
a spontaneous polarization PS = 0.771 C/m2. Note that PS

here is obtained using the corrected Born effective charge
method [42], which is the first-order approximation of the
total polarization (both ionic and electronic contributions). The
polarization obtained with this method is a good approximation
to the exact value provided by the Berry phase formalism
(0.776 C/m2).

For the PTO/STO heterostructures, the slab geometry with a
generic formula SrO-(TiO2-SrO)6-(TiO2-PbO)m-vacuum was
used, where m is the thickness of the PTO layer, and the
vacuum thickness was set to approximately 50 Å. Here, the
substrate consisting of 6 unit cells of STO was found to be thick
enough, since the calculation with a thicker one (12 unit cells)
yielded similar results (see Appendix A for further details). The
dipole correction was used in all heterostructure calculations
to avoid a spurious electric field due to the periodic boundary
conditions. For the geometry optimization, the bottom three
monolayers (7 atoms) of STO were fixed to the bulk structure
to mimic the presence of a semi-infinite substrate. The out-of-
plane atomic coordinates of the rest of the atoms were relaxed
until the maximum force was less than 0.025 eV/Å.

III. RESULTS

A. Frozen-phonon calculation

In order to start the geometry optimizations with reasonable
structures, we followed the rationale of the phenomenological
model presented in Ref. [29] to predict the critical thickness
m0 for the stable ferroelectric configuration. According to
Ref. [29], the free energy per unit area of a ferroelectric thin
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film in open boundary conditions can be expressed as

G = d

2ε0χη

(
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4PS
2 − Pη

2
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)
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2ε0ε∞
(σ − Pη)2

+�σ + σ 2

2g
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Here, d corresponds to the thickness of the ferroelectric
layer (defined as d = mc), Pη and χη are the contributions
of the ferroelectric soft mode to the polarization and electric
susceptibility, respectively, PS is the spontaneous polarization
in bulk, ε∞ is the background contribution of the relative
permittivity [44,45], ε0 is the vacuum permittivity, σ is the area
density of free carriers, � is the effective band gap (that should
take into account the band alignment across the interface), and
g is the reduced density of states [22]. In Eq. (1), positive values
of both Pη and σ are always assumed. Taking into account
the electrostatic boundary conditions of the system, the total
polarization of the ferroelectric layer, P , can be calculated as

P = Pη + (ε∞ − 1)σ

ε∞
. (2)

Equation (1) describes the energy balance between the
tendency of a ferroelectric material to develop an electric
polarization [first term in the right-hand side of Eq. (1)],
hindered by the interaction with a depolarizing field (second
term of the equation), and the energy cost of creating free
charge (which might be provided by different sources) that
could partially screen the depolarizing field. The cost of
forming the 2DEG is accounted for by the last two terms of
Eq. (1) and comprises the energy required to promote electrons
across the band gap of the system (taking into account the
band alignment and other interfacial effects in the case of
heterostructures) and the energy associated with the filling
of the bands. A more detailed explanation about the original
model can be found in Ref. [29].

According to the model, even in the absence of extrinsic
screening, a metastable monodomain ferroelectric state might
appear when the thickness of the ferroelectric layer d is
larger than a critical value. The monodomain configuration
would be accompanied by the formation of a 2D free-charge
gas at the interfaces and/or surfaces of the ferroelectric
material. Here, we explore the gradual emergence of the local
energy minimum utilizing a frozen-phonon method within the
ab initio formalism. The details of the atomic structure used
in our frozen-phonon calculation are depicted in Fig. 1. We
construct the heterostructure by stacking m bulk unit cells of

x [100]

z [001]

a c O

Ti

Sr

Pbl

FIG. 1. (Color online) Schematic illustration of the interfacial
atomic structure used in frozen-phonon calculations. In this paper,
the distance l between the two oxygen atoms at the interface is set to
a, the lattice constant of bulk STO.

Δ

×

FIG. 2. (Color online) Free energy per unit area G as a function
of PTO polarization for different thickness m, as calculated using
the frozen-phonon method. The curves are the least-squares fitting of
Eq. (3), and the obtained fitting parameters are also shown.

the ferroelectric material on top of 6 bulk unit cells of STO.
In doing so, there is an inevitable arbitrariness in the choice
of the interlayer distance at the interface. The influence of
the interface construction is, according to the model, mostly
through the band alignment and, therefore, the effective band
gap of the system [29]. However, since the phenomenon is
primarily governed by electrostatics, any reasonably realistic
choice for the interface structure should yield similar qual-
itative results. We confirmed that, indeed, different values
of the interfacial distances, l (see Fig. 1), produced similar
estimations for the critical thickness m0. In this paper, the
interfacial distance l is set to be a, the lattice constant of bulk
STO. Different values of the polarization in PTO layers are
obtained by scaling the soft-mode distortion while keeping
the lattice constants unchanged (cSTO = a = 3.874 Å, cPTO =
c = 4.03 Å). Throughout this paper, a polarization along the
[001] axis pointing towards (away from) the STO substrate
is denoted as downward (upward) polarization, has a negative
(positive) value, and is labeled as P↓ (P↑). The calculation
of the total energy per unit area G of the heterostructure as a
function of polarization and PTO thickness results in the points
shown in Fig. 2, where the gradual development of the “triple-
well” profile with increasing thickness is clearly reproduced,
indicating a critical thickness for the stable ferroelectricity of
m0 ∼ 14 for both polarization orientations.

The energy curves obtained with the frozen-phonon meth-
ods can be compared with the predictions of the model
described in Ref. [29]. As shown in Fig. 2, the frozen-phonon
results display an asymmetry with respect to the polarization
orientation. The model in Ref. [29] takes the same parameters
for up and down polarization, but in general, real interfaces do
not show that symmetry. In this case, for instance, the PTO film
has a vacuum on one side and a STO substrate on the other.
This asymmetry might affect the shape of the G(P ) curves
in different ways. (i) Free surfaces of these materials tend to
develop a surface dipole that modifies the polarization near the
surface relative to the bulk layers in relaxed slabs [43], slightly
but noticeably favoring one polarization orientation over the
other. (ii) In addition to this, the interface dipole, ultimately
responsible for the band alignment at the interface, is also
polarization dependent, affecting the “effective band gap”
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entering in the model equations and altering the competition
between monodomain and paraelectric configurations. Here,
to account for the asymmetry of the structure and the fact that
in the frozen-phonon calculations the polarization is frozen
to be homogeneous throughout the ferroelectric material, we
extend the original model [29] by adding new terms that
phenomenologically describe the tendency to develop a surface
dipole. To first order, such an effect can be described by a
parabola centered at the polarization value corresponding to
the surface dipole, Psurf , and scaling with the area (not the
volume) of the system. After incorporating this correction, the
free energy per unit area, G, can be expressed as

G = d

2ε0χη

(
Pη

4

4PS
2 − Pη

2

2

)
+ d

2ε0ε∞
(σ − Pη)2

+�σ + σ 2

2g
+ A(Pη − Psurf)

2 − APsurf
2, (3)

where A is the “stiffness” of the surface dipole. The last term
of G is introduced in order to set to zero the energy reference
at Pη = 0.

With the version of the model described by Eq. (3),
we performed a least-squares fitting of the curves obtained
with the frozen-phonon approximation. Since the analysis of
the electronic structure of fully relaxed interfaces (discussed
below) reveals that the band alignment of this system is quite
insensitive to polarization orientation, all six curves (for both
polarization orientations and different thicknesses) were fitted
for the same values of �, A, and Psurf . The reduced density of
states (gD and gU for P↓ and P↑, respectively) was allowed
to be different for each of the two polarization directions. The
rest of the parameters in Eq. (3) were fixed to the bulk PTO
values as obtained from independent ab initio calculations,
i.e., PS = 0.771 C/m2, χη = 26, ε∞ = 7. The least-squares
fitting produced the solid curves and parameters shown in
Fig. 2, demonstrating an excellent agreement between the
frozen-phonon results and the model. Also, the obtained fitting
parameters are all comparable to the bulk values, falling into
a reasonable range for a realistic interface. The unrealistically
large value of gU produced by the fitting is attributed to the
dependence of Eq. (3) on the inverse of the reduced density of
states. With increasing g, the energy term associated with g

goes to zero very rapidly, meaning that if g is relatively large,
this energy term is negligible as compared with the rest of the
contributions. In fact, for all practical purposes, a density of
states larger than ∼2 C2m−2J−1 is indistinguishable from the
limit of g → ∞.

Notably, all the structures with nonzero polarization show
metallic behavior, indicating that the electronic reconstruction
only disappears within a tiny region around P = 0, a result
that is also consistent with the model presented in Ref. [29].

B. Polarization profile

To confirm the stability of the polar configurations, we
performed ionic relaxations for the heterostructures with m

ranging from 10 to 20 unit cells for both P↓ and P↑, as well
as those with paraelectric PTO layers. The relaxed polarization
profiles with m = 16 are shown in Fig. 3(a), and the rest are
analogous. As shown in Fig. 3(a), for m = 16, the two polar

Å

↓
↑
↓
↑

FIG. 3. (Color online) (a) Polarization as a function of z for the
PTO/STO heterostructures with m = 16 after ionic relaxation. It is
calculated by computing the dipole at each Ti-centered unit cell
using the corrected Born effective charge method [42]. The system is
stable in either a ferroelectric state, with downward (red) or upward
(green) polarization, or in a paraelectric one (blue). The black dashed
curves indicate the electric field displacement as obtained from the
integration of free-carrier density. The vertical dashed line represents
the position of the interfacial Ti atom in the paraelectric state. (b)
The magnitude of the stable ferroelectric polarization is plotted as a
function of thickness. Symbols correspond to fully relaxed structures.
The continuous curves are obtained using the model described by
Eq. (3) and the parameters from the fittings of Fig. 2, and not by
fitting the polarization values of the relaxed structures. The error
bars represent an estimation of the possible polarization fluctuations
during ab initio calculations due to the shallowness of the ferroelectric
energy minimum (details of their derivation are given in Appendix B).

configurations and the nonpolar one are all stable, and the
polarization in the ferroelectric phase is uniform inside PTO,
with values of −0.76PS and 0.66PS for downward and upward
polarizations, respectively.

The evolution of the stable polarization with thickness is
depicted in Fig. 3(b) alongside two curves obtained using
the model for the two polarization orientations. These two
curves were calculated minimizing Eq. (3) with respect to
polarization and free charge in order to obtain their equilibrium
values as a function of thickness. Then, the fitting parameters
obtained from the frozen-phonon calculations, shown in Fig. 2,
were used to obtain the solid curves in Fig. 3(b). Figure 3(b)
evidences again the good agreement between model and
first-principles calculation. The curves obtained from the
model slightly underestimate the polarization values obtained
in the relaxed structures. The reason for this is probably the
fact that in the model and the frozen-phonon calculation,
the polarization is assumed to be homogeneous throughout
the ferroelectric layer. As a result, the pinning of the surface
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dipole restrains the bulk-like region of the ferroelectric film
from developing a larger value. In addition to this, in the
relaxed structures, atomic distortions in the STO contribute
to the screening of the free charge injected in the substrate,
increasing the density of carriers that the interface can host and
therefore enabling the PTO to develop a larger polarization. All
these effects combined, however, give rise to a relatively small
deviation from the obtained ab initio results of the otherwise
quite adequate model.

Polarization values from ab initio relaxations are also
susceptible to some fluctuations due to the shallowness
of the energy minimum corresponding to the ferroelectric
phase near the transition thickness. At the transition, the
ferroelectric energy minimum becomes a saddle point, and the
coordinate relaxation becomes an ill-defined problem. Away
from the transition, convergence is possible, but polarization
fluctuations occur for any finite threshold in the forces. In
Appendix B, we derive an estimation of these fluctuations,
which are represented as error bars in Fig. 3(b). The magnitude
of these fluctuations is sizable near the transition but decays
rapidly as the thickness increases.

The polar configurations in Fig. 3 directly demonstrate that
in realistic boundary conditions, ferroelectric monodomain
polarization can exist without any extrinsic screening mech-
anisms or polydomain formation. Furthermore, above some
critical thickness m0, the monodomain polarization can be
stable in both downward and upward configurations, opening
the door to a possible switching between 2DEG and 2D hole
gas (2DHG) at the ferroelectric interface. It is worth pointing
out that, even if for this system the critical thickness is found
to be the same for both polarization orientations, this is not
necessarily true in general for asymmetric heterostructures. In
fact, this is most likely the reason why in a previous paper
on 2DEG at ferroelectric interfaces, only one polarization
orientation was found to be stable [28].

At this point, it should be noted that according to the
model [29], the critical thickness for the stabilization of
ferroelectricity is proportional to the band gap �, which
is known to be severely underestimated by the local den-
sity approximation of the exchange-correlation functional.
Thus, we expect that the actual transition would take
place at thicknesses of the order of ∼30 unit cells of
PTO, which is still in the range of typical values grown
experimentally.

C. Free carriers

In Figs. 4(a) and 4(b), we plot the projected density
of states (PDOS) of each unit-cell bilayer for the m = 16
interface and both polarization orientations. These figures
confirm the occurrence of an electronic reconstruction, with
the conduction (valence) band at the interface and the valence
(conduction) band at the surface crossing the Fermi level
of the heterostructure with downward (upward) polarization.
Additionally, the remnant depolarization field resulting from
the incomplete screening, responsible for the tilting of the
bands, can also be clearly seen from the PDOS.

Furthermore, the distribution of free-charge carriers can be
mapped using the local density of states (technical details can
be found in the Appendix C). In Figs. 4(c) and 4(d), we plot the

plane-averaged and macro-averaged [46] free-carrier density
for both P↓ and P↑. The two profiles display similar features
(with opposite sign). The sheet of free charge at the surface
is strongly confined in both cases, as a consequence of the
remnant depolarizing field in the ferroelectric layer. On the
STO side, charge is more loosely bound to the interface by
the electric field in the PTO layer and its own electrostatic
interaction [47]. Therefore, it peaks near the interface and
decays slowly towards the bottom surface. One detail that
is worth noting is that while the 2DEG in the prototypical
LAO/STO system is strictly confined to the STO side due to
the band alignment between the two materials [48], here the
almost vanishing band offset at the interface means that some
free charge spreads into the first layers of PTO.

The free-charge profiles plotted in Figs. 4(c) and 4(d)
can be integrated along z to compute the free-carrier density
per unit area, labeled as σh and σe for holes and electrons,
respectively. The magnitudes of σh and σe match perfectly
for both polarization directions, as displayed in Figs. 4(c)
and 4(d), obeying the charge neutrality. Also, they are very
close to the value of the stable polarization inside the PTO
layer, in agreement with the prediction of the model presented
in Ref. [29]. The almost perfect overlap between polarization
and interfacial free-charge values results in an excellent
screening of the depolarization effects, enabling the stability
of the ferroelectric phase. This result is very robust, and it
displays very little sensitivity to the atomic relaxations of the
STO (hosting the 2D free-charge gas at the interface) or the
confinement of the free charge, as discussed in Appendix A.

Moreover, in addition to the agreement between the integral
values of the free charges (σh and σe) and the polarization
(P ), their spatial distributions are found to match as well.
This can be observed either by differentiating the polarization
to obtain the bound charge profile and comparing it with
the free-charge distribution [42], or, alternatively, integrating
the free-charge density to obtain the electric displacement
profile and comparing it with the polarization one. Taking
a point in the vacuum region as one of the limits in the
domain of integration (since in the vacuum region, the electric
displacement D = 0, as guaranteed by the dipole correction),
one obtains the electric displacement profiles represented
as black dashed curves in Fig. 3(a). Since the difference
between the polarization and the electric displacement is the
electric field, the excellent overlap between the two curves
throughout the whole heterostructure reflects the excellent
screening provided by the electronic reconstruction. The
remnant electric field inside the PTO layer can be estimated
in a rather indirect way using the expression (P − σ )/ε0 and
the values listed in Figs. 4(c) and 4(d). For both polarization
orientations, this calculation yields a remnant electric field of
∼0.2 V/Å. This value is susceptible to a large error since it
is obtained from the subtraction of two very large and similar
quantities. A direct estimation of the remnant depolarization
field can be obtained from the macroscopic average [46] of the
electrostatic potential, shown in Fig. 5, resulting in a value for
the remnant electric field of ∼0.05 V/Å. The consistency of
the electrostatic analysis constitutes strong evidence that the
driving force for the electronic reconstruction is indeed the
polar discontinuity, in excellent analogy with the case of the
polar LAO/STO interface.
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FIG. 4. (Color online) Electronic structure of the PTO/STO interface with m = 16 with both downward (left panels) and upward (right
panels) polarizations. The bilayer-resolved PDOS is plotted in (a) and (b), with green and blue representing STO and PTO, respectively. EF is
the Fermi energy of each structure. The red dashed lines indicate the energy window used in the free-carrier density mapping (see Appendix C).
In (c) and (d), plane-averaged (red) and macroscopically averaged [46] (blue) profiles of free charge are plotted, with the positive and negative
values representing the free holes and free electrons, respectively. Free-carrier densities in STO are further resolved into orbital populations as
shown in (e) and (f). In (c)–(f), the positions of interface and surface are indicated by the thick dashed lines, while thin solid lines mark the
position of every Ti atom, with green and black for those inside STO and PTO, respectively.

Å

Å

Å
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FIG. 5. (Color online) Macroscopic average [46] of the elec-
trostatic potential energy for each polarization state in m = 16
heterostructures. The black dashed lines that overlap with the red
and green curves indicate the linear fitting, which yields the values
of the remnant depolarization field, ED

d and EU
d for P↓ and P↑,

respectively.

D. 2DHG in SrTiO3

It is interesting to discuss in more detail the electronic
structure of the interface and, in particular, the differences
between 2DEG and 2DHG, since their distinct properties
might constitute a route for the design of devices in which
the orientation of the polarization could be used to manipulate
the transport characteristics in a nonvolatile fashion. For P↓,
a large amount of free electrons accumulates at the conduction
band of STO, which means that both dxy and dxz + dyz of the
Ti atoms are being partially occupied. As it was demonstrated
by Popović et al. [49], these two sets of orbitals spread very
differently from the interface in LAO/STO, an effect that, they
propose, should importantly affect electronic transport in the
2DEG. The same behavior is observed here, as evidenced in
Fig. 4(e).

Interestingly, here, the reversible polarization allows a
similar analysis to be carried out for 2DHG. Even though
a 2DHG should also form at the p-interface of a pristine
LAO/STO system, the fact that it has never been observed
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experimentally has discouraged a deeper theoretical analysis
of this system. However, since ferroelectric thin films are typi-
cally grown at temperatures higher than the Curie temperature,
the electric-field-induced donor-acceptor defect pairs that are
believed to be responsible for the insulating nature of the
p-interface [23] are probably energetically unfavorable during
the deposition of the ferroelectrics. Therefore, we propose that
if a P↑ monodomain can be condensed after growth, intrinsic
electronic reconstruction or surface redox reactions are more
likely to provide the necessary screening charge during the
cooling process, and consequently the 2DHG might survive in
these systems, as opposed to what happens in LAO/STO. Here,
we take advantage of the reversible polarization to analyze
in more detail the electronic structure of the interface in the
presence of a 2DHG.

A decomposition of the free charge into different orbital
components reveals a behavior similar to the one described
in Refs. [49] and [50] for 2DEG, in which O 2p orbitals
form two sets of bands that behave similarly to the split t2g

orbitals in 2DEG. By examining every individual O atom
in STO, we find that all 2p orbitals along Ti-O bonds are
fully occupied (no holes). The same feature has just been
reported recently for doped STO in the bulk [51]. Then we
decompose the PDOS corresponding to the 2DHG into the pz

and px + py contributions in Fig. 4(f), where the points can be
more easily interpreted by classifying them into three groups:
(i) The population of the bands with pz character from the
SrO planes is zero, since they are along the Ti-O bonds; (ii)
the bands with character pz from TiO2 and px + py from SrO
behave similarly, with both populations peaking inside STO
(red shadow), just like the free electrons in dxz + dyz orbitals
in Fig. 4(e); and (iii) the population of the px + py bands in
TiO2 atomic planes peaks at the interface (blue shadow), in
correspondence with dxy in Fig. 4(e) (note that in this case, for
every O atom, either px or py is full, since it lies along the
Ti-O bond). According to this, the orbital distribution in 2DHG
that forms in the P↑ case bears a strong resemblance with the
one of 2DEG, i.e., a very localized band right at the interface
(Ti dxy for 2DEG, TiO2 px + py for 2DHG) and a long tail
formed by bands with a different character (Ti dxz + dyz for
2DEG, TiO2 pz and SrO px + py for 2DHG).

These observations can be used to formulate a set of rules
that determine the free-charge distribution in these systems
and reveal the origin of the common features shared by 2DEG
and 2DHG. As it was already discussed in Refs. [49] and [50],
the splitting of the t2g levels of Ti atoms near the interface leads
to a clear differentiation between the electronic population of
two sets of bands. In those papers, the analysis focused on
the conduction band of STO, and it was found that the dxy

orbitals form bands with very small hopping along z and,
therefore, a strong 2D localization. The other set of bands,
which contributes to the charge spreading along z, is formed
by the linear combination of dxz and dyz orbitals from different
Ti layers. Interestingly, this behavior can also be inferred from
the band structure of bulk STO. In the bulk, even if degenerated
at the bottom of the conduction band (located at �), dxz and dyz

on one hand and dxy on the other form two separate bands when
looking at the dispersion along z. The negligible dispersion of
the dxy band along z hints at the lack of mixing between
different Ti layers at the interface. This strong 2D localization

(b)

FIG. 6. (Color online) (a) Dispersion of the valence bands in STO
decomposed into contributions from the different O 2p orbitals: px

of SrO planes in blue circles, px of TiO2 planes in cyan squares,
and pz of TiO2 planes in green diamonds. The size of the symbols
represents the weight of each orbital in the corresponding eigenstate.
EF is the Fermi energy of bulk STO. In (b), the k-point path in the
tetragonal Brillouin zone is depicted. Even if STO is cubic in the
bulk, here we chose to plot the tetragonal representation to illustrate
the interface-induced symmetry breaking between z and in-plane (x
or y) directions.

implies a strong sensitivity to the local electrostatic potential
and a shift of the bands with z, as observed in Refs. [49] and
[50]. Instead, the delocalization of the dxz + dyz bands gives
rise to extended bands at the interface, which are less sensitive
to the potential well that confines the 2DEG.

A parallel argument can be made for the charge distribution
in 2DHG. As shown in Fig. 6(a), the bands at the top of the
valence band can be classified into two categories: a band
localized along z formed by nonbonding oxygen px + py

orbitals at TiO2 planes and another one, dispersive along z,
formed by px + py at SrO planes and pz at TiO2 planes. This
decomposition coincides with the different populations seen in
the analysis of the free-charge profiles, and it is in agreement
with the interpretation given for the population distribution in
the 2DEG. The definite confirmation that the argument about
band localization explains the population distribution is found
by observing the electronic structure of the interface. In Fig. 7,
the electronic bands near the Fermi level are decomposed into
contributions from different oxygen p orbitals (each one in
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Γ Γ

Γ Γ

FIG. 7. (Color online) Band structure of the slab with m = 16 and upward polarization. (a) Electronic bands around the Fermi energy,
where the top of the valence band of STO is seen crossing the Fermi level at M in the 2D Brillouin zone. Here, the k-point path from M to
X corresponds to the projection of the path A to R in Fig. 6(b) onto the 2D Brillouin zone. The valence bands of STO are decomposed into
contributions from different orbitals, with (b), (c), and (d) corresponding to the projection over nonbonding px and py orbitals in TiO2 layers,
px + py in SrO layers, and pz in TiO2 layers, respectively. In (b)–(d), each eigenvalue En(k) is plotted as a circle, with the size representing
the weight of each oxygen p orbital, and the color indicating the distance from the interface, as illustrated by the legend in (b). EF is the Fermi
energy of the heterostructure.

a separate panel) and atomic layers (the color gradient goes
from red for the TiO2 plane at the interface to yellow for
the SrO surface). This decomposition shows that there is a
set of bands formed by px orbitals at individual TiO2 planes
that shifts considerably with z [Fig. 7(b)]. Several of these
bands cross the Fermi level, but their population should decay
rapidly from the interface. Then, there is essentially one band,
with contributions from the rest of the nonbonding p orbitals
throughout the whole STO substrate [Figs. 7(c) and 7(d)],
responsible for the smoother charge profile in Fig. 4(f).

The analysis of the different charge populations just
described allows us to anticipate, at least qualitatively, the
electronic structure of 2DEG or 2DHG that might form at
other polar interfaces from the bulk band structure of the host
materials. It can be used, for instance, to estimate the effective
masses of free-charge carriers in 2DHG from calculations of
the bulk band structure. From the in-plane dispersion of the
z-localized band, we get an effective mass of m∗

x = m∗
y =

−1.17me if calculated from bulk [cyan squares in Fig. 6(a)]
and −0.94me if calculated directly from the interface band
structure. This constitutes a reasonable agreement, especially
considering the difficulty involved in isolating the right band
from the interface band structure. In bulk, one of the z-extended
bands (blue circles) is degenerated with the z-localized one
(cyan squares) in one of the in-plane directions, while the

other one (green diamonds) has a much larger effective mass,
as shown in Fig. 6(a). For the heavy holes of the z-extended
band, the bulk and interface band structure calculations yield
values of −13me and −12.7me, respectively.

This analysis was already used to obtain the density of
states used for all the calculations in Ref. [29] from the band
structure of bulk PTO. The validity of the model, and the
parameters used for its predictions, was confirmed after the
comparison with the test-case first-principles simulation of
PTO free-standing slabs [29].

IV. DISCUSSION

The first-principles study presented here only explores the
competition between the monodomain phase sustained by
an electronic reconstruction and a paraelectric configuration.
However, in realistic experiments, additional elements might
come into play. First, it is widely acknowledge that the source
of the free charge accumulated at polar interfaces is at least
partially provided by redox processes at either the surface, the
interface, or a combination of both [22,23]. The participation
of other sources of free charge could modify the balance
between different phases, but it should not affect the main
conclusion of this paper, i.e., the possibility of stabilizing
monodomain ferroelectricity by 2D free-carrier gases. The
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only difference is that in that case, the effective gap �

will encompass things like the formation energy of defects
and the defect-defect interaction [29]. This means that for
both electronic reconstruction and surface electrochemical
processes, the phenomenology is expected to be similar, and
the main quantitative difference would be the critical thickness
for the stable ferroelectric phase. In fact, as mentioned above,
since ferroelectric thin films are usually grown above the
Curie temperature, during the deposition process there is
no polarization discontinuity at the interface and therefore
no electric-field-induced redox reactions. This should help
interfaces and surfaces at ferroelectric thin films to be cleaner
than those in the case of LAO [18], for which the polarization
mismatch is present at all times. In the case of ferroelectrics,
most mechanisms providing free charge should take place
during the cooling of the sample, when the heterostructure
is fully formed, and this probably favors intrinsic processes
over extrinsic ones.

Secondly, the formation of polarization polydomains is an
intrinsic screening mechanism that is always accessible in
these systems and that eliminates the necessity for free-charge
accumulation at the interfaces. The competition between
these two screening mechanisms was analyzed in Ref. [29],
demonstrating a crossover with thickness between the two
configurations: polydomain for small thicknesses and mon-
odomain with 2DEG for larger thicknesses. More importantly,
the stability of monodomain ferroelectricity in PTO thin films
on STO has indeed been confirmed experimentally numerous
times [30–35], but in the absence of screening charge at the
interface, such a configuration would be impossible according
to simple electrostatic arguments. Surprisingly, the process
that stabilizes monodomain ferroelectricity in such systems
has received little attention in the past [52]. This paper provides
a possible mechanism that would explain such observations,
and it should motivate further investigation of the screening
processes that take place in these systems and how one might
take advantage of them to confer ferroelectric interfaces with
new functionalities.

Finally, one important result of this paper is that it provides
strong evidence supporting the polarization mismatch as the
driving force for the formation of the 2DEG at the LAO/STO
interface. This mechanism is still under debate, mostly
because of the predictions from alternative interpretations that
have been proposed, like intrinsic doping introduced by the
LaO+ layer at the interface [53], which coincide with those
obtained with the polar catastrophe model. However, such
interpretations would fail to explain the results of this paper,
where the origin is clearly the polar catastrophe.

V. CONCLUSIONS

In this paper, we have systematically studied the prop-
erties of 2DEG at a prototypical ferroelectric interface,
PbTiO3/SrTiO3, finding that, above a critical thickness, the
ferroelectric monodomain can be stably sustained by the
screening of the depolarization field provided by either a 2DEG
or a 2DHG at the interface, depending on the polarization
orientation. In this regime, the system possesses a tristable
energy landscape in which two polar and metallic states, and
one nonpolar and insulating state are accessible. All these

results agree very nicely with the predictions of the model
described in Ref. [29], including the discontinuous switching
of ferroelectricity with thickness. The analysis of the electronic
structure of the system has revealed some interesting common
features between the electron and hole population distributions
in 2DEG and 2DHG, respectively, allowing us to outline some
simple rules to predict basic properties of these systems from
bulk characteristics of the constituent materials.

The formation of a 2DEG at this very well-known het-
erostructure may open the door to the design of structurally
new, relatively simple, all-oxide, field-effect nonvolatile de-
vices thanks to the retention provided by the spontaneous
polarization. The fact that the process is driven by electrostatics
means that it is not material-specific, and this idea can be
exploited to engineer new functional interfaces or enhance
the performance of the device by combining ferroelectric or
multiferroic films with, for instance, magnetic substrates.
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APPENDIX A: EFFECT OF ATOMIC RELAXATIONS ON
THE AMOUNT OF FREE CHARGE AND ITS PROFILE

Among the systems studied here, those in which the
ferroelectric material possesses a finite polarization have
metallic interfaces, regardless of whether they are relaxed or
generated using the frozen-phonon scheme. In addition, also
in all of them, the amount of free charge accumulated at the
interface compensates almost completely for the polarity of
the interface. This is the consequence of the huge energy
penalty that an unscreened depolarizing field constitutes.
The reduction in the electrostatic energy easily compensates
for the cost of transferring charge from the valence to the
conduction band, and, therefore, for typical materials, free
charge accumulates until its value almost reaches that of the
polarization.

As discussed in the paper, this phenomenon is driven by
electrostatics, and some of the fundamental fingerprints, like
the critical thickness or the magnitude of the polarization
and free charge, depend mostly on the bulk properties of the
ferroelectric material. This is the main reason for the agreement
between the relaxed structures and the frozen-phonon analysis.
The relaxations of the STO layer play a secondary role in
the stabilization of the ferroelectric phase. In general, in the
model described by Eq. (3), the influence of the substrate
is restricted to the density of states, g, and (possibly) the
effective band gap, �. Even though, in general, the structural
relaxations near the interface can affect the value of �,
causing disagreements between estimations derived from a
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FIG. 8. (Color online) Plane-averaged (red) and macroscopically
averaged (blue) profiles of free charge for m = 16 interfaces. (a) The
frozen-phonon calculation at the local energy minimum of Fig. 2,
with upward polarization. (b) The thickness of the STO substrate is
12 unit cells, instead of 6 as in the rest of the article. The positions
of interface and surface are indicated by the thick dashed lines, while
thin solid lines mark the position of every Ti atom, with green and
black for those inside STO and PTO, respectively.

frozen-phonon analysis and the fully relaxed structures, for this
particular system, we find that neither the effective band gap of
the system nor the DOS at the interface is particularly sensitive
to the atomic relaxations, guaranteeing the compatibility of the
two methods. Figure 3(b) demonstrates the agreement in the
critical thickness and the evolution of the polarization with the
thickness of the ferroelectric material. The agreement is also
notable in the free charge accumulated at the interface, which
amounts to 0.49 C/m2 [Fig. 4(d)] in the relaxed structure and
0.53 C/m2 [Fig. 8(a)] in the frozen-phonon one.

On the other hand, the ionic relaxations of the STO
layers play a major role in the width of the resulting 2D
free-carrier gases. It is evident from the comparison of Fig. 4(d)
and Fig. 8(a) that the reduced susceptibility of STO in the
frozen-phonon calculations (only the electrons contribute to
the material polarizability) results in a stronger confinement
of the free charge. In fact, due to the very large susceptibility
of STO, the 2DEG or the 2DHG tends to penetrate very deep
inside the substrate [47]; this can be appreciated in Fig. 8(b).
Additionally, Fig. 8(b) also shows that the values of the stable
polarization and free charge, as well as the qualitative aspects
of the 2DHG distribution, are well converged for the thickness
of 6 unit cells of STO used throughout the paper.

APPENDIX B: POLARIZATION FLUCTUATIONS IN
AB INITIO FULLY RELAXED STRUCTURES

Due to the shallowness of the energy minimum corre-
sponding to the ferroelectric phase for thicknesses near the

transition, any finite value of the force threshold in the atomic
relaxations entails some fluctuations in the atomic coordinates
and thus in the values of the polarization of the system. The
phenomenological model can be used to obtain an estimation
of the magnitude of these fluctuations, linking changes in
polarization to a threshold in the forces. Assuming that the
force tolerance is the same for any atom for a displacement
given by a small amplitude of the soft-mode distortion, then
a change in energy can be expressed as a line derivative with
respect to the amplitude of the soft-mode deformation. Using
this premise, the following relation can be found

δP = ∂P

∂Pη

δPη = ∂P

∂Pη

(−mc)

(
e

5∑
i=1

Ziξi

∂2G

∂Pη
2

)−1

× δ

(
5∑

i=1

Fiξi

)
. (B1)

Here, Fi and ξi are the force and soft-mode displacement
of the ith atom in a perovskites unit cell, Pη is the soft-mode
contribution to the polarization, G is the free energy per unit
area, c is the out of plane lattice constant of bulk PTO, m

is the thickness of the PTO thin film in unit cells, and Zi is
the Born effective charge associated to the ith atom. Using
δFi = 0.025 eV/Ang as the force threshold used in the ab
initio optimizations and the curvature of the energy curves
at the equilibrium ferroelectric configuration, ∂2G/∂P 2, from
the fitting of the frozen-phonon calculations, we get the values
plotted as error bars in Fig. 3.

APPENDIX C: MAPPING OF FREE-CARRIER DENSITY

The spatial distribution of the free carriers can be mapped in
a quantitative way by extending the method used in Ref. [42].
First, the local density of states, ρ̃(r,E), which is a function of
the spatial coordinates r and the energy E, is computed using
the same occupation function (the Fermi-Dirac distribution,
fD , for electrons and 1 − fD for the holes) and smearing
temperature as during the self-consistent computation of the
one-particle eigenstates. Then, the local density is integrated
over an energy window, as indicated by the red dashed lines
in Figs. 4(a) and 4(b). It should be noted that by integrating
ρ̃(r,E) for the electrons in the energy window depicted in
Fig. 4(a), one obtains contributions from the conduction band
near the interface as well as from the valence band near
the PTO surface. With an appropriate choice for the energy
window, these two contributions are spatially separated while
all partially occupied states are included. Then the contribution
to the electrons coming from the valence band can be removed,
and only the part corresponding to the free electrons is plotted,
as shown in Fig. 4(c). The same method is used to plot the free
holes in Fig. 4(c) and free electrons and holes in Fig. 4(d).

In this paper, we show the free-carrier densities that are
calculated with an energy window spanning from −0.5 eV
to 0.5 eV in Figs. 4(c) and 4(d), while integration from
−0.6 eV to 0.6 eV gives exactly the same results. This indicates
that our choice of the energy window meets the prerequisites
mentioned above and should yield meaningful results of the
free-carrier density.
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