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#### Abstract

We study the compatibility between the PBEsol exchange-correlation energy functional of Phys. Rev. Lett. 100, 136406 (2008) and the rVV10 van der Waals nonlocal correlation functional of Phys. Rev. B 87, 041108 (2013). By applying a density-gradient dependence in the expression of rVV10, we develop a new functional: The PBEsol + rVV10s functional, which is remarkably accurate for layered solids, rare-gas crystals, densely packed bulk solids, and the adsorption of noble-gas atoms on metal surfaces, and is also competitive for noncovalent interactions between molecular complexes as well as for potential-energy curves of noble-gas dimers. The capacity of this dispersion-corrected functional to describe various interactions in solids makes it useful for electronic-structure calculations in solid-state physics and materials science.
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## I. INTRODUCTION

In the framework of Kohn-Sham density-functional theory (DFT) [1], the noninteracting kinetic energy is treated exactly, and only the unknown exchange-correlation (XC) energy functional must be approximated [2]. Many properties of this functional have been derived (e.g., scaling relations [3,4], gradient expansions [5-10], asymptotic behaviors [11-14], and XC-hole sum rules [15-18]), which have been used to construct a variety of nonempirical approximations [19,20]. In particular, generalized-gradient approximations (GGAs) of the form
$E_{x c}\left[n_{\uparrow}, n_{\downarrow}\right]=\int d \mathbf{r} n(\mathbf{r}) \epsilon_{x c}\left[n_{\uparrow}(\mathbf{r}), n_{\downarrow}(\mathbf{r}), \nabla n_{\uparrow}(\mathbf{r}), \nabla n_{\downarrow}(\mathbf{r})\right]$
have been widely used in materials science and in quantum chemistry of large systems [21-24]. Here, $n_{\uparrow}(\mathbf{r}), n_{\downarrow}(\mathbf{r})$, and $n(\mathbf{r})$ represent the spin and total densities, respectively ( $n=$ $n_{\uparrow}+n_{\downarrow}$ ), and $\epsilon_{x c}$ is the XC energy per particle, which is constructed from exact properties and model systems.

One of the most popular GGA XC functionals is the PBEsol functional approximation [15,23], which is used in many electronic-structure calculations in condensed-matter physics and materials science. This approximated functional describes well the short-range correlation [25,26], showing important binding in layered materials [27]; but, as in the case of other semilocal functionals, the PBEsol functional completely misses the long-range van der Waals (vdW) interaction, which is of a nonlocal nature. On the other hand, the PBEsol functional is, in general, not compatible with available dispersion corrections. The main reason for this limitation is the behavior of the PBEsol exchange functional at large values of the reduced gradient $s\left(s=|\nabla n| /\left[2\left(3 \pi^{3}\right)^{1 / 3} n^{4 / 3}\right]\right)$ where it is locally constrained by the Lieb-Oxford bound
[28,29]. In order to solve this issue, various GGA exchange functionals have been constructed to be compatible with vdW correlation functionals. Here we mention the C09 and cx13 exchange functionals [30,31], which are close to the PBEsol exchange functional at small $s$ but recover the large- $s$ limit of the revPBE and PW86r exchange functionals [32], respectively. A comparison of their exchange enhancement factors [defined by $F_{x}=\epsilon_{x} / \epsilon_{x}^{\text {unif }}$ with $\epsilon_{x}^{\text {unif }}=-3\left(3 \pi^{2} n\right)^{1 / 3} /(4 \pi)$ ] is shown in Fig. 1. The corresponding van der Waals functionals C09-vdW-DF [30] and vdW-DF-cx [31,33-35] are accurate for various interactions in molecules and solids [36-38].

Among most popular methods for adding dispersion effects to a semilocal functional, we find:
(i) The DFT-D semiempirical approach proposed by Grimme [39], which is based on the introduction of a forcefield correction of the form

$$
\begin{equation*}
E_{v d W}=s_{6} \sum_{\text {pairs }} E_{v d W}^{L R}(R) f_{d m p}(R), \quad E_{v d W}^{L R}=-\frac{C_{6}}{R^{6}} \tag{2}
\end{equation*}
$$

Here, $R$ represents the interatomic distance, $s_{6}$ is a scaling factor that only depends on the semilocal functional, $f_{d m p}(R)$ is a dumping function, and $E_{v d W}^{L R}$ represents the long-range vdW interaction, $C_{6}$ being the dispersion coefficient for each atom pair. This method has been further improved [40-43] and applied to molecules [44] and solids [45,46]. The densitydependent model of Johnson and Becke [47] incorporates $C_{8}$ and $C_{10}$ as well. The PBEsol-D2 functional has been used in various applications [48-52] but not as often as the PBE-D2 functional.
(ii) The Rutgers-Chalmers approach [53], which is based on the introduction of a nonlocal correlation functional of the form

$$
\begin{equation*}
E_{c}^{n l}[n]=\int d \mathbf{r} n(\mathbf{r}) \varepsilon_{c}^{n l}[n], \tag{3}
\end{equation*}
$$



FIG. 1. The PBEsol, C09, and cx13 exchange functional enhancement factors versus the reduced gradient $s$.
where $\varepsilon_{c}^{n l}[n]$ represents a correlation energy per particle,

$$
\begin{equation*}
\varepsilon_{c}^{n l}[n]=\int d \mathbf{r}^{\prime} \Phi\left(\mathbf{r}, \mathbf{r}^{\prime}\right) n\left(\mathbf{r}^{\prime}\right) \tag{4}
\end{equation*}
$$

Here, the kernel $\Phi\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\Phi\left[n(\mathbf{r}), n\left(\mathbf{r}^{\prime}\right), \nabla n(\mathbf{r}), \nabla n\left(\mathbf{r}^{\prime}\right)\right.$, $\left.\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right]$ is obtained in the framework of an adiabatic-coupling fluctuation-dissipation formalism by using a simplified treatment of the electronic polarizability. Several simplifications and improvements [54-57] have made this approach very accurate and efficient. In particular, the VV10 and rVV10 kernels [54] depend on the so-called $b$ and $c$ parameters. Based on these kernels, various approaches have been developed recently for the study of the properties of solid systems, e.g., the AM05-VV10sol [27], SCAN + rVV10 [58], PBE + rVV10L [59], and SG4 + rVV10m [60] functionals.

In this paper, we study the compatibility between PBEsol and rVV10 functionals. Upon using a simple gradient dependence of the parameter $c$, we construct a functional, the PBEsol + rVV10s functional, which is found to be accurate for noncovalent interactions in molecules and solids, being always comparable with and often better than the PBE + rVV10L functional. The paper is organized as follows: In Sec. II, we construct the PBEsol + rVV10 and PBEsol + rVV10s functionals. In Sec. III, we present the computational details of our calculations. In Sec. IV, we report the results we have obtained for layered materials, noble-gas solids, strongly bound solids, the adsorption of xenon atoms on (111) metal surfaces, and various molecular tests. In Sec. V, we summarize our conclusions.

## II. THEORY

We start with a nonlocal correlation functional of the form of Eq. (3) with the rVV10 correlation energy per particle,

$$
\begin{equation*}
\varepsilon_{c}^{r V V 10}[n]=\frac{1}{32}\left(\frac{3}{b^{2}}\right)^{3 / 4}+\frac{1}{2} \int d \mathbf{r}^{\prime} \Phi\left(\mathbf{r}, \mathbf{r}^{\prime}\right) n\left(\mathbf{r}^{\prime}\right) \tag{5}
\end{equation*}
$$

with

$$
\begin{align*}
\Phi\left(\mathbf{r}, \mathbf{r}^{\prime}\right)= & -\frac{3}{2}\left\{K(\mathbf{r})^{3 / 2} K\left(\mathbf{r}^{\prime}\right)^{3 / 2}\right\}^{-1} \\
& \times\left\{\left[q(\mathbf{r}) R^{2}+1\right]\left[q\left(\mathbf{r}^{\prime}\right) R^{2}+1\right]\right. \\
& \left.\times\left[q(\mathbf{r}) R^{2}+q\left(\mathbf{r}^{\prime}\right) R^{2}+2\right]\right\}^{-1} \tag{6}
\end{align*}
$$

Here, $q(\mathbf{r})=\omega_{0}(\mathbf{r}) / K(\mathbf{r}), \omega_{0}(\mathbf{r})=\sqrt{\omega_{g}(\mathbf{r})^{2}+\frac{\omega_{p}(\mathbf{r})}{3}}, \omega_{p}(\mathbf{r})=$ $4 \pi n(\mathbf{r}), \omega_{g}(\mathbf{r})^{2}=c \frac{|\nabla n(\mathbf{r})|^{4}}{n(\mathbf{r})^{4}}, \quad K(\mathbf{r})=b \frac{3 \pi}{2}\left[\frac{n}{9 \pi}\right]^{1 / 6}$, and $R=$ $\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$. The parameters $b$ and $c$ were originally taken to be as follows: $b=6.3$ and $c=0.0093$ [54,61-63]. The logic of Eq. (5) has been explained in Ref. [64] using the plasmonpole description in the Rapcewicz and Ashcroft picture [65]. Following this logic, the nonlocal correlation of Eq. (5) is a perturbation that captures the dispersion energy from the plasmon-pole coupling of the semilocal GGA [64].

In order to investigate the compatibility between PBEsol (semilocal XC functional) and rVV10 (nonlocal correlation functional) functionals, we consider two combined functionals:
(i) The PBEsol + rVV10 functional, which consists of simply adding to the PBEsol functional the rVV10 functional $E_{c, n l}^{r V V 10}[n]$ dictated by Eq. (5) with $c=0.0093$ (as before) but with a midrange parameter $b$ changed from the original value (fitted to the S22 molecular test) to the new value of $b=20$ that we obtain by fitting to various layered materials. This construction is similar to the PBE + rVV10L functional case, which was constructed with the parameters $c=0.0093$ and $b=10$.
(ii) The PBEsol + rVV10s functional, which consists of adding to the PBEsol functional the rVV10 functional $E_{c, n l}^{r V V 10}[n]$ dictated by Eq. (5) with the parameter $c$ being a function of the reduced gradient $s$ [i.e., $c=c(s)$ ] built to satisfy the following properties:
(1) $c(s) \rightarrow 0.0093$ when $s \geqslant 2$. We note that most of the systems where the vdW interaction is important have rapid fluctuations of the electronic density and, consequently, the reduced gradient can be large ( $s \geqslant 2$ ).
(2) The short-range correlation of the PBEsol functional is already accurate, and to avoid the double-counting problem we require $c(s) \gg 0.0093$ at $0<s \leqslant 1$. This condition attempts to remove part of the rVV10 nonlocal correlation in order to be compatible with the PBEsol functional.
(3) The case where $0.0093<c(s)<\max c(s)$ at $s=0$. This case is present in the middle of any bonding region. We recall that, when $s=0$, the PBEsol functional behaves as the local density approximation (LDA) [1].

These three conditions are fulfilled by the simple expression,

$$
\begin{equation*}
c=c_{0}+\frac{c_{1}}{1+c_{2}\left(s-\frac{1}{2}\right)^{2}}, \tag{7}
\end{equation*}
$$

where $c_{0}=0.0093, c_{1}=0.5$, and $c_{2}=300$. As for the parameter $b$, here we take the value of $b=10$, which has been found by fitting to layered materials.

In order to visualize these functionals, we consider two interacting parallel jellium slabs of bulk parameter $r_{s}=2.07$, each with a thickness of $L=5$ a.u. The slabs are separated by the distance $D$ (between the nearest edges). This model system was used by Dobson and Wang to show the van der Waals accuracy of the random-phase approximation (RPA) [66] and for the study of various exchange-correlation kernels in the framework of time-dependent DFT [67]. We use this system (with slabs that are narrow enough) in order to model layered materials.


FIG. 2. Upper panel: The reduced gradient $s$ and the parameter $c(s)$ of Eq. (7) versus the distance $z$ perpendicular to two interacting parallel jellium slabs of bulk parameter $r_{s}=2.07$. Each slab is $L=5$-a.u. thick. The distance between the slabs is $D=7$ a.u. Middle panel: Correlation energy per particle $\varepsilon_{c}$ for the PBEsol, PBEsol +rVV 10 , and PBEsol +rVV 10 s functionals versus the distance $z$ for the same system. Lower panel: Interaction correlation energy $\left(E_{c}^{\text {system }}-2 E_{c}^{\text {slab }}\right)$ as a function of the distance between the slabs $D$ (in atomic units). The RPA values are taken from Table I of Ref. [67]. The inset shows absolute relative errors (in percentages) of the correlation interaction energy with respect to the RPA versus $D$.

In the upper panel of Fig. 2, we show the reduced gradient $s$ and the function $c(s)$ of Eq. (7) versus the distance $z$ when the slabs are separated by the distance $D=7$ a.u. Inside the slabs, $c \approx 0.015$ when $s \approx 0$, being slightly bigger than $c_{0}$.

Close to the surface of the slabs where the Friedel oscillations are present, $c \rightarrow c_{1}=0.5$ such that the rVV10 term is dumped. This is a good feature because in this region there is no vdW interaction. Between the slabs, $c \approx c_{0}$ with the exception of the middle distance where the PBEsol functional becomes a LDA.

In the middle panel of Fig. 2, we show the correlation energy per particle $\epsilon_{c}(z)$ for the same jellium system. Nonlocal correlation yields a small positive correction [54], which is slightly more pronounced in the case of the PBEsol $+\mathrm{rVV10} s$ functional.

In the lower panel of Fig. 2, we report the interaction correlation energy ( $E_{c}^{\text {system }}-2 E_{c}^{\text {slab }}$ ) as a function of the slab distance $D$. The PBEsol functional correlation energy decays too fast, as expected, being at $D=10$ a.u. several orders of magnitude smaller than the RPA (which is correct at $D \rightarrow \infty$ ) with a relative error of $100 \%$ (see the inset). Our PBEsol + rVV10s functional approach yields, however, a remarkable agreement with the RPA (see also the inset) at distances $D \geqslant$ 3 a.u., whereas the PBEsol + rVV10 functional exhibits a less accurate behavior at long distances $D$. This is due to the fitted $b$ value ( $b=20$ ), which makes this functional dump various vdW effects. We recall that the SCAN + rVV10 functional [58] has $b=15.7$ (and the same $c=0.0093$ ); but the SCAN meta-GGA is significantly more accurate than the PBEsol functional GGA for the study of the dispersion interaction in molecular systems.

We observe that at $D=0$ there is an important difference between the RPA and the other shown functionals. Even if the RPA misses part of the short-range correlation, its result at $D=0$ is in agreement with an energy-optimized exchangecorrelation kernel (see Table I of Ref. [67]). The RPA is also more accurate than the PBEsol functional for the atomization energy of molecules [68] but is slightly worse than the PBEsol functional for jellium surface correlation energies [69]. Due to this last point, we may expect that the PBEsol functional can be better than the RPA at $D=0$. Note that the rVV10 correction worsens the PBEsol functional result; in this case there is no van der Waals interaction between the jellium slabs.

Finally, we mention that rVV10 is a two-body approximation that does not include multilayer screening effects [70], nontrivial long-range scalings of the vdW interaction [7072], or nontrivial momentum dependence for two-dimensional materials [73,74]. On the other hand, the RPA can naturally account for many-body effects up to infinite order. In this sense, for a multilayer jellium system, the PBEsol + rVV10s functional may be less accurate than in the case of two interacting jellium slabs.

## III. COMPUTATIONAL DETAILS

All calculations have been performed with QUANTUM ESPRESSO (QE) [75] with the use of ultrasoft pseudopotentials from the standard QE library. An energy cutoff of 120 Ry and a charge-density cutoff of 960 Ry were used for all materials under study in order to achieve well-converged results. Our Monkhorst-Pack $k$-point meshes have the following values: for SET27 and noble-gas solids, $16 \times 16 \times 16$; for layered materials graphite and hexagonal boron nitride (h-BN), $16 \times 16 \times 8$; for 2 H

TABLE I. Relative errors in percentages $\left\{[\right.$ (approximate-exact)/exact] $\times 100\}$ of layer-layer binding energy $E_{b}$, interlayer lattice constant $c$, and intralayer lattice constant $a$ for 28 layered materials. We use the RPA results as a reference for $E_{b}$ and the experimental results for the $a$, $c$ lattice constants. The last lines show the mean absolute errors [(MAEs) in meV $/ \AA^{2}$ and $\AA$, respectively] and mean absolute relative errors [(MARE) in percentages]. The best results are highlighted in bold.

|  | PBEsol functional |  |  | PBEsol + rVV10 functional |  |  | PBEsol +rVV 10 s functional |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $E_{b}$ | $c$ | $a$ | $E_{b}$ | c | $a$ | $E_{b}$ | c | $a$ |
| Graphite | -90.78 | 9.43 | 0.08 | -40.01 | 2.89 | 0.12 | -32.15 | 1.45 | 0.08 |
| h-BN | -85.1 | 6.21 | -0.20 | -26.16 | 0.57 | $-0.20$ | - 17.74 | $-0.60$ | -0.20 |
| $\mathrm{MoS}_{2}$ | -83.24 | 2.41 | -0.35 | -19.53 | -0.33 | -0.54 | -17.05 | -0.45 | -0.73 |
| $\mathrm{MoSe}_{2}$ | - 74.64 | 1.76 | -0.18 | -8.11 | -0.29 | -0.43 | - 13.52 | -0.03 | -0.61 |
| $\mathrm{MoTe}_{2}$ | -65.34 | 0.65 | -0.23 | -2.60 | -0.89 | -0.54 | -4.57 | -0.70 | -0.77 |
| $\mathrm{VS}_{2}$ | - 68.45 | 0.52 | -2.70 | $-15.15$ | - 1.79 | -2.83 | - 12.14 | - 1.69 | -3.14 |
| $\mathrm{VSe}_{2}$ | -63.63 | 1.82 | -2.23 | -6.06 | -0.62 | - 2.29 | - 11.23 | -0.07 | -2.62 |
| $\mathrm{VTe}_{2}$ | - 54.39 | -0.53 | -2.23 | 9.22 | - 2.22 | -2.34 | 4.61 | - 2.14 | -2.61 |
| $\mathrm{PdTe}_{2}$ | - 11.97 | -0.72 | 0.72 | 21.10 | -1.25 | 0.50 | 17.41 | - 1.12 | 0.62 |
| $\mathrm{PtS}_{2}$ | -63.22 | -6.22 | 1.19 | 9.07 | -9.11 | 1.24 | 8.49 | -8.56 | 1.21 |
| $\mathrm{PtSe}_{2}$ | - 32.68 | -3.92 | 1.29 | 41.89 | -5.34 | 1.23 | 31.63 | -4.77 | 1.26 |
| $\mathrm{WS}_{2}$ | -85.05 | 2.93 | -0.32 | - 19.46 | 0.03 | -0.51 | -16.58 | -0.44 | -0.70 |
| WSe ${ }_{2}$ | -77.24 | 2.22 | -0.21 | - 10.70 | -0.00 | -0.43 | - 15.58 | 0.23 | -0.64 |
| $\mathrm{NbTe}_{2}$ | - 52.67 | 1.62 | -0.92 | 4.39 | 0.17 | - 1.14 | 0.74 | 0.74 | - 1.49 |
| $\mathrm{NbSe}_{2}$ | -47.68 | -0.98 | -0.49 | 21.26 | -2.28 | $-0.73$ | 18.40 | -2.08 | -0.96 |
| $\mathrm{NbS}_{2}$ | -65.36 | 1.84 | -0.72 | 5.52 | -0.41 | -0.87 | 10.92 | -0.59 | - 1.11 |
| $\mathrm{TiS}_{2}$ | -65.57 | -0.63 | -1.50 | -3.23 | -2.41 | - 1.85 | 0.53 | - 2.41 | -1.99 |
| $\mathrm{TiSe}_{2}$ | - 53.59 | 0.27 | -1.64 | 14.03 | -1.48 | -1.87 | 9.14 | -1.08 | -2.21 |
| $\mathrm{TiTe}_{2}$ | -40.23 | -0.20 | - 1.93 | 21.36 | -1.32 | - 2.20 | 19.64 | -0.82 | -2.59 |
| $\mathrm{ZrS}_{2}$ | -78.22 | 1.50 | -0.93 | -19.88 | -0.79 | -1.20 | - 17.04 | -0.96 | -1.34 |
| $\mathrm{ZrSe}_{2}$ | -68.05 | 0.56 | -1.01 | -11.57 | -1.08 | -1.35 | - 15.14 | -0.96 | -1.59 |
| $\mathrm{ZrTe}_{2}$ | -30.67 | -0.59 | - 1.75 | 41.60 | -1.53 | - 2.20 | 43.44 | -0.98 | -2.76 |
| $\mathrm{TaS}_{2}$ | -69.94 | 1.00 | -1.43 | 5.28 | -1.29 | - 1.66 | 9.60 | - 1.32 | -1.99 |
| $\mathrm{TaSe}_{2}$ | - 59.95 | 0.69 | -1.18 | 7.37 | -1.31 | -1.44 | 4.28 | -0.85 | -1.75 |
| $\mathrm{HfS}_{2}$ | -80.99 | 1.96 | - 1.49 | - 18.82 | -0.75 | -1.76 | - 17.08 | -0.91 | -1.93 |
| $\mathrm{HfSe}_{2}$ | - 72.41 | 0.98 | -1.31 | - 11.00 | -1.01 | - 1.65 | - 15.76 | $-0.80$ | -1.89 |
| $\mathrm{HfTe}_{2}$ | - 54.62 | 0.26 | - 1.82 | 6.51 | - 1.02 | -2.32 | 8.17 | -0.57 | -2.88 |
| PbO | -48.86 | 1.96 | 0.91 | - 1.19 | -1.14 | 0.78 | 1.78 | - 1.52 | 0.81 |
| MARE | 62.32 | 1.94 | 1.10 | 15.07 | 1.55 | 1.29 | 14.08 | 1.39 | 1.52 |
| MAE | 16.87 | 0.15 | 0.04 | 4.44 | 0.10 | 0.05 | 3.9 | 0.09 | 0.05 |

materials $\left(\mathrm{MoS}_{2}, \mathrm{MoSe}_{2}, \mathrm{MoTe}_{2}, \mathrm{WS}_{2}, \mathrm{WSe}_{2}\right.$, and $\left.\mathrm{NbSe}_{2}\right)$ $8 \times 8 \times 4$; for 1 T materials $\left(\mathrm{VS}_{2}, \mathrm{VSe}_{2}, \mathrm{VTe}_{2}, \mathrm{PdTe}_{2}, \mathrm{PtS}_{2}\right.$, $\mathrm{PtSe}_{2}, \mathrm{NbTe}_{2}, \mathrm{TiS}_{2}, \mathrm{TiSe}_{2}, \mathrm{TiTe}_{2}, \mathrm{ZrS}_{2}, \mathrm{ZrSe}_{2}, \mathrm{ZrTe}_{2}$, $\mathrm{TaS}_{2}, \mathrm{TaSe}_{2}, \mathrm{HaS}_{2}, \mathrm{HaSe}_{2}, \mathrm{HaTe}_{2}$, and PbO ,, $8 \times 8 \times 6$; and for the 3 R material $\mathrm{NbS}_{2}, 8 \times 8 \times 3$. The bulk modulus was obtained by applying the Murnaghan equation of state. The interaction energy is computed as

$$
\begin{equation*}
E_{\mathrm{int}}=\frac{E_{\mathrm{bulk}}}{n}-E_{\mathrm{unit}}, \tag{8}
\end{equation*}
$$

where $E_{\text {bulk }}$ represents the energy of the bulk unit cell, $E_{\text {unit }}$ is the energy of the unit element (molecule, atom, or monolayer), and $n$ is the number of unit elements in the bulk unit cell. In order to calculate the interaction energy for SET27 and noble-gas solids, atoms were placed in a box with dimensions $13 \times 14 \times 15 \AA$; for layered materials, the monolayer (with fixed relaxed bulk geometry) calculations were performed with a vacuum space of about $33 \AA$ for graphite and h-BN, $50 \AA$ for $\mathrm{NbS}_{2}$, and $37 \AA$ for all others; for the molecular $\mathrm{S} 22 \times 5$ set, a simple cubic cell of a $20-\AA$ side was used for
all the configurations; and for the noble-gas dimers, a box was used with the dimensions $16 \times 17 \times 18 \AA$.

To study the adsorption of Xe gas atoms on (111) metal surfaces $(\mathrm{Pd}, \mathrm{Pt}, \mathrm{Cu}$, and Ag$)$, we used a $(\sqrt{3} \times \sqrt{3}) R 30^{\circ}$ supercell periodic structure with a vacuum space of about $18 \AA$ along the stacking direction to avoid the interaction between the periodic images. A surface was modeled using repeated slabs containing six atomic layers. The Brillouin zone was sampled using a $8 \times 8 \times 1 k$-point mesh. We fix the metal atoms in their relaxed bulk positions considering that the topmost surface layer for the Xe/metal system does not play a significant role in the interaction mechanism between the Xe adatoms and the metal surface as shown in previous theoretical investigations [76]. The adsorption energy was calculated by

$$
\begin{equation*}
E_{a d}=E_{\mathrm{Xe}-\mathrm{metal}}-E_{\mathrm{metal}}-E_{\mathrm{Xe}} \tag{9}
\end{equation*}
$$

where $E_{\mathrm{Xe} \text {-metal }}, E_{\text {metal }}$, and $E_{\mathrm{Xe}}$ represent the total energy of the $\mathrm{Xe}+$ metal surface, the bare metal surface, and an isolated Xe atom, respectively.

## IV. RESULTS

## A. Layered materials

Layered materials are nowadays of utmost importance in science and technology. Recently, more than 5000 layered materials have been identified. Among them, about 1000 materials are easily exfoliable with noncovalent layer-layer binding energies of less than $100 \mathrm{meV} / \AA^{2}$ [77].

Several van der Waals corrected semilocal functionals (GGAs and meta-GGAs) have been developed and tested for layered materials [31,36,57,78-89]. In particular, we have AM05-VV10sol [27], vdW-DF-cx [36,87], optB86b-vdW-DF [36,90], revB86b-DF2 [36,91], PBE-rVV10L [59], SCANrVV10 [58], SG4-rVV10m [60] functionals, and the fractional ionic method [84,89].

In Table I, we show the relative errors of layer-layer binding energy $E_{b}$, interlayer lattice constant $c$, and intralayer lattice constant $a$ for 28 layered materials. This test set has been also used in Refs. [58,59], being slightly larger than the benchmark of Ref. [27]. Overall, the PBEsol + rVV10s functional is the most accurate functional of Table I, being competitive with the best-known methods.

## 1. Layer-layer binding energy $E_{b}$

The RPA correlation energy is known to be accurate for long-range interactions, including van der Waals interactions in metal slabs [66], layered materials [78,83,92], and noblegas solids [93]. The RPA can also correctly describe anion $-\pi$ interactions [94] and surface asymptotics [95], but it misses short-range correlations in both three and two dimensions [96,97]. Moreover, the RPA is not, in general, accurate for the description of total, ionization, and atomization energies of molecules [68,98,99]. Hence, one needs to be cautious when judging functionals against the RPA layer-layer binding energy $E_{b}$ [100] especially when the noncovalent layer-layer interaction is not only of the van der Waals type.

Let us consider the well-known material graphite. As shown in Table I, dispersion corrected PBEsol functionals in this material underestimate the RPA layer-layer binding energy $E_{b}^{R P A}$ by more than $30 \%$. In Table II, we present various predictions of the graphite binding energy together with experimental results. From a comparison of quantum Monte Carlo calculations with experimental measurements, one may think that $E_{b}=20 \mathrm{meV} / \AA^{2}$ is the best estimate for the graphite binding energy so that all dispersion-corrected functionals are reasonably accurate for graphite as they all predict binding energies in the range of $11 \leqslant E_{b} \leqslant 27 \mathrm{meV} / \AA^{2}$.

As for the remaining layered materials, the overall MAREs indicate that SCAN + rVV10, PBE + rVV10L, AM05 + VV10sol, and PBEsol + rVV10s functional calculations are the closest to the RPA reference values, whereas rVV10 and C09-vdW-DF overestimate the RPA reference values by more than $40 \%$. Finally, we stress again that the RPA is not a gold standard for layered systems. Then a comparison for the equilibrium structure that is experimentally based may better reveal the accuracy of functionals.

## 2. Lattice constants a and c

In the upper panel of Fig. 3, the relative error in the calculation of the interlayer lattice constant $c$ is presented

TABLE II. Layer-layer binding energy $E_{b}$ (in $\mathrm{meV} / \AA^{2}$ ) for graphite, and the overall MARE (in percentages) with respect to the RPA of various functionals for the benchmark test of layered materials.

| Method | Graphite result | Overall MARE $(\%)$ |
| :--- | :---: | :---: |
| Experimental | $12^{\mathrm{a}}, 20^{\mathrm{b}}, 14.4 \pm 4^{\mathrm{c}}$ |  |
| Quantum Monte Carlo | $23 \pm 2^{\mathrm{d}}$ |  |
| RPA | $18.3^{\mathrm{e}}$ |  |
| PBEsol + rVV10 functional | $10.99\left(1.69^{\mathrm{f}}\right)$ | $15.1\left(62.3^{\mathrm{f}}\right)$ |
| PBEsol + rVV10s functional | $12.43\left(1.69^{\mathrm{f}}\right)$ | $14.1\left(62.3^{\mathrm{f}}\right)$ |
| SCAN + rVV10 | $20.3^{\mathrm{g}}\left(6.9^{\mathrm{f}}\right)$ | $7.7^{\mathrm{g}}$ |
| rVV10 | $26.6^{\mathrm{h}}$ | $41.5^{\mathrm{h}}$ |
| AM05 + VV10sol | $17.2^{\mathrm{e}}$ | $11.0^{\mathrm{e}}$ |
| vdW-DF-cx | $23.0^{\mathrm{e}}$ | $22.0^{\mathrm{e}}$ |
| C09-vdW-DF | $26.9^{\mathrm{e}}$ | $46.0^{\mathrm{e}}$ |
| optB86b-vdW-DF | $24.8^{\mathrm{e}}$ | $27.0^{\mathrm{e}}$ |
| revB86b-DF2 | $21.0^{\mathrm{e}}$ | $16^{\mathrm{e}}$ |
| SG4 + rVV10 | $16.8^{\mathrm{h}}\left(0.15^{\mathrm{f}}\right)$ | $24.0^{\mathrm{h}}\left(76^{\mathrm{f}}\right)$ |
| PBE + rVV10L functional | $16.044^{\mathrm{g}}$ | $8.9^{\mathrm{g}}$ |

${ }^{2}$ Reference [101], room-temperature experiment.
${ }^{\mathrm{b}}$ Reference [102], low-temperature experiment.
${ }^{\mathrm{c}}$ Reference [103], see also Ref. [92].
${ }^{\mathrm{d}}$ Reference [104], without zero-point motion.
${ }^{\mathrm{e}}$ Reference [36].
${ }^{\text {f }}$ Without a rVV10 correction.
${ }^{g}$ Reference [59].
${ }^{\text {h }}$ Reference [60], considering only ten layered materials.
versus the relative error in the calculation of the intralayer lattice constant $a$ for several functionals: PBEsol +rVV 10 s , PBE + rVV10L, SCAN + rVV10, AM05 + VV10sol, and vdW-DF-cx functionals. The best performance is given by the vdW-DF-cx functional, with a MARE of $0.9 \%$ for both lattice constants (see Ref. [36]). With the exception of $\mathrm{PtS}_{2}$ and $\mathrm{PtSe}_{2}$, the second best performance is achieved with the use of the new PBEsol + rVV10s functional, being even superior to SCAN + rVV10. This figure shows that errors in the calculation of the lattice constants $a$ and $c$ are clearly correlated [105].

In order to understand the relatively large errors that are made in the case of $\mathrm{PtS}_{2}$ and $\mathrm{PtSe}_{2}$, in the lower panel of Fig. 3 we show the results one obtains from various functionals. The LDA strongly underestimates the interlayer lattice constant $c$ for both $\mathrm{PtS}_{2}$ and $\mathrm{PtSe}_{2}$. The PBEsol functional improves essentially with respect to the LDA, underestimating $c$ by about 5\% and $4 \%$ for $\mathrm{PtS}_{2}$ and $\mathrm{PtSe}_{2}$, respectively. Adding a rVV10-like dispersion correction to the PBEsol functional has the effect of a further underestimation of $c$, i.e., PBEsol $+\mathrm{rVV10}$ and PBEsol $+\mathrm{rVV10s}$ functionals are both worse than the PBEsol functional, although the PBEsol + rVV10s functional is better than the PBEsol + rVV10 functional; indeed, the PBEsol + rVV10s functional is close to AM05 + VV10sol. $\mathrm{PtS}_{2}$ and $\mathrm{PtSe}_{2}$ both represent difficult materials for all the GGA functionals that are constructed for bulk solids, such as the PBEsol, AM05, even C09-vdW-DF [30], and vdW-DF-cx functionals. Figure 3 shows that $\mathrm{PtS}_{2}$ and $\mathrm{PtSe}_{2}$ are both outliners for the PBEsol + rVV10s functional data; indeed, by eliminating them we obtain a MARE of $1.0 \%$ for


FIG. 3. Upper panel: Relative errors (in percentages) of the intralayer lattice constant $a$ versus relative errors (in percentages) of the interlayer lattice constant $c$ and of the PBEsol + rVV10s, PBE + rVV10L, SCAN + rVV10, AM05 + VV10sol, and vdW-DF-cx functionals for the benchmark set of layered materials. Lower panel: Relative errors (in percentages) of the interlayer lattice constant $c$ from various functionals for $\mathrm{PtS}_{2}$ and $\mathrm{PtSe}_{2}$ solids.
the PBEsol +rVV 10 s functional interlayer lattice constant $c$, lower than, e.g., SCAN + rVV10 which gives a MARE of $1.34 \%$ [58].

## B. Noble-gas solids

Noble-gas solids are pure van der Waals materials, and they are (unlike layered materials) completely isotropic and highly symmetric (face-centered-cubic structure). Hence, they represent an important benchmark test for dispersion-corrected functionals [107,108].

In Table III, we show relative errors in the calculation of equilibrium lattice constants and cohesive energies with the use of a variety of functionals. Remarkably, the PBEsol + rVV10s functional is found to be among the most accurate functionals, competing with the RPA@PBE functional and performing significantly better than the PBE + rVV10L and SCAN + rVV10 functionals.

In the case of equilibrium lattice constants, the best functionals are found to be the PBEsol + rVV10s (MARE $=$ $1.6 \%)$, rVV10 $($ MARE $=2.0 \%)$, PBE-D2 $($ MARE $=1.7 \%)$, and RPA@PBE functionals $($ MARE $=2.1 \%)$; RPA calcu-
lations are not available for Xe . The worst functionals are the PBE and, surprisingly, C09-vdW-DF functionals [30], a functional that is known to be very accurate for the S22 molecular test.

For the cohesive energy, the best functionals are found to be the RPA@PBE (MARE $=17.6 \%$ ), the TS + SCS functional [42] $($ MARE $=25.0 \%)$, and the PBEsol + rVV10s functional (MARE $=27.7 \%$ ), whereas the worst functionals are found to be the dispersion-uncorrected PBE (MARE $=66.2 \%$ ) and PBEsol functionals (MARE $=74.9 \%$ ). The SCAN metaGGA (MARE $=50.7 \%)$ and the SCAN + rVV10 (MARE $=55.7 \%$ ) show modest performances.

In Fig. 4, the cohesive energy is exhibited as a function of the lattice constant for $\mathrm{Ne}, \mathrm{Ar}$, and Kr , as obtained with the use of the PBEsol, PBEsol + rVV10, and PBEsol + rVV10s functionals (see also Fig. 2 of Ref. [107]). The $\operatorname{CCSD}(\mathrm{T})$ results [109] are also represented for comparison. In the region near equilibrium, the PBEsol + rVV10s functional is found to be more realistic than the PBEsol and PBEsol + rVV10 functionals. When the lattice constant is stretched, the performances of the PBEsol + rVV10s and PBEsol + rVV10 functionals are comparable. The same behavior is found for molecules as shown in Sec. IV E below.

## C. Strongly bound solids

Here we use the SET27 benchmark [60,110], which contains simple metals, transition metals, semiconductors, ionic crystals, and insulators. In Table IV, we show that for strongly bound solids both PBEsol + rVV10 and PBEsol + rVV10s functionals preserve the high accuracy of the PBEsol functional in the calculation of structural properties (lattice constants and bulk moduli), whereas their performance is slightly worse in the calculation of cohesive energies (with the exception of ionic crystals for which the rVV10 correction is beneficial). We note that the vdW-DF-cx performs better than the PBEsol functional for the class of nonmagnetic transition metals for thermophysical properties [38].

Figure 5 exhibits the correlation between the relative errors (in percentages) of lattice constants and bulk moduli. The use of the PBEsol + rVV10 and PBEsol + rVV10s functionals yield results that are always close to the results one obtains by using the PBEsol functional. Nonetheless, the inclusion of dispersion corrections (in the PBEsol + rVV10 and PBEsol + rVV10s functionals) brings an underestimation of the lattice constant and an overestimation of the bulk modulus. We note that there are no points (for the PBEsol, PBEsol + rVV10, and PBEsol + rVV10s functionals) in the first quadrant of Fig. 5, which means that within the benchmark set under study there is no material for which these functionals overestimate both the lattice constant and the bulk modulus.

## D. Adsorption of a xenon atom on $\operatorname{Pt}(111), \operatorname{Pd}(111), \mathbf{C u}(111)$, and $\operatorname{Ag}(111)$ metal surfaces

The adsorption of noble-gas atoms on metal surfaces is dominated by noncovalent interactions, so an accurate van der Waals XC functional should be able to correctly describe the interaction energy and the equilibrium distance between the noble-gas atom and the metal surface. This phenomenon,

TABLE III. Absolute relative errors (in percentages) for equilibrium lattice constants and cohesive energies of noble-gas solids ( $\mathrm{Ne}, \mathrm{Ar}, \mathrm{Kr}$, and Xe ). The last two columns represent error statistics [MAE (in angstroms and $\mathrm{eV} /$ atom for lattice constants, cohesive energies, respectively), and MARE (in percentages)]. The best results are highlighted in bold.

| Method | Ne | Ar | Kr | Xe | MAE | MARE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lattice constants (\%) |  |  |  |  |  |  |
| PBE functional | 6.1 | 13.6 | 14.0 | 15.2 | 0.67 | 12.2 |
| PBEsol functional | 7.9 | 12.0 | 9.5 | 6.6 | 0.48 | 9.0 |
| PBEsol + rVV10 functional | 3.5 | 5.4 | 2.9 | 0.7 | 0.16 | 3.1 |
| PBEsol + rVV10s functional | 1.7 | 2.7 | 1.6 | 0.3 | 0.08 | 1.6 |
| $\mathrm{PBE}+\mathrm{rVV} 10 \mathrm{~L}$ functional | 0.0 | 5.0 | 4.6 | 4.0 | 0.19 | 3.4 |
| rVV10 | 4.0 | 1.3 | 1.5 | 1.4 | 0.10 | 2.0 |
| Tkatchenko-Scheffler self-consistently screened (TS + SCS) ${ }^{\text {a }}$ | 3.2 | 7.1 | 7.1 | 6.2 | 0.32 | 5.9 |
| PBE-D2 functional ${ }^{\text {a }}$ | 2.8 | 2.9 | 0.5 | 0.7 | 0.09 | 1.7 |
| SCAN ${ }^{\text {b }}$ | 6.2 | 1.7 | 2.7 |  | 0.17 | 3.5 |
| SCAN + rVV10 ${ }^{\text {b }}$ | 8.05 | 1.1 | 0.4 |  | 0.14 | 3.2 |
| RPA@PBE functional ${ }^{\text {c }}$ | 3.4 | 1.4 | 1.6 |  | 0.10 | 2.1 |
| RPA@LDA ${ }^{\text {c }}$ | 8.0 | 3.2 | 3.4 |  | 0.24 | 4.9 |
| PBE-D3 functional ${ }^{\text {d }}$ | 0.5 | 6.7 | 5.7 |  | 0.23 | 4.3 |
| C09-vdW-DF ${ }^{\text {d }}$ | 12.6 | 14.7 | 13.9 |  | 0.70 | 13.8 |
| Cohesive energy (\%) |  |  |  |  |  |  |
| PBE functional | 28.5 | 74.3 | 79.2 | 83.5 | 0.08 | 66.2 |
| PBEsol functional | 55.6 | 80.9 | 82.1 | 81.2 | 0.08 | 74.9 |
| PBEsol + rVV10 functional | 14.8 | 50.6 | 49.6 | 44.1 | 0.05 | 39.8 |
| PBEsol + rVV10s functional | 3.7 | 31.5 | 39.0 | 26.5 | 0.03 | 27.7 |
| $\mathrm{PBE}+\mathrm{rVV} 10 \mathrm{~L}$ functional | 70.4 | 10.1 | 17.9 | 20.0 | 0.02 | 29.6 |
| rVV10 | 599.3 | 30.3 | 31.7 | 38.2 | 0.04 | 39.9 |
| TS + SCS ${ }^{\text {a }}$ | 48.1 | 10.1 | 19.5 | 22.3 | 0.02 | 25.0 |
| PBE-D2 functional ${ }^{\text {a }}$ | 114.8 | 1.1 | 17.9 | 28.2 | 0.03 | 40.5 |
| SCAN ${ }^{\text {b }}$ | 59.3 | 41.6 | 51.2 |  | 0.04 | 50.7 |
| SCAN + rVV10 functional ${ }^{\text {b }}$ | 151.8 | 11.2 | 4.1 |  | 0.02 | 55.7 |
| RPA@PBE functional ${ }^{\text {c }}$ | 37.0 | 6.7 | 8.9 |  | 0.009 | 17.6 |
| RPA@LDA ${ }^{\text {c }}$ | 59.2 | 33.7 | 28.4 |  | 0.027 | 40.1 |
| PBE-D3 functional ${ }^{\text {d }}$ | 96.3 | 5.6 | 12.2 |  | 0.02 | 38.0 |
| C09-vdW-DF ${ }^{\text {d }}$ | 88.9 | 6.7 | 22.0 |  | 0.02 | 39.2 |

${ }^{\text {a }}$ Data from Ref. [46]. For PBE-D2, see also Ref. [106].
${ }^{\mathrm{b}}$ Reference [58].
${ }^{\mathrm{c}}$ Reference [93].
${ }^{\mathrm{d}}$ Reference [107].


FIG. 4. Cohesive energy curves versus lattice constant for Ne, Ar , and Kr obtained from the PBEsol, PBEsol + rVV10, and PBEsol + rvv10s functionals and compared to the coupled-cluster level with single and double excitations and perturbatively including triples [ $\operatorname{CCSD}(\mathrm{T})]$ [109] (black square).
which has been investigated intensively [111-124], has become an important test for the performance of XC functionals with respect to hybrid interfaces.

The experimental equilibrium distance and adsorption energy of a xenon atom on the metal surfaces $\operatorname{Pt}(111), \operatorname{Pd}(111)$, $\mathrm{Cu}(111)$, and $\mathrm{Ag}(111)$ are shown in Table V together with our

TABLE IV. MAE of lattice constants (in angstroms), bulk moduli (in gigapascals), and cohesive energies (in $\mathrm{eV} /$ atom) for the 27 benchmark set of strongly bound solids, obtained from different functionals. The reference values of SET27 are corrected for vibrational zero-point and thermal effects [110].

| Method | Lattice <br> constant | Bulk <br> moduli | Cohesive <br> energies |
| :--- | :---: | :---: | :---: |
| PBEsol functional | 0.031 | 8.19 | 0.29 |
| PBEsol + rVV10 functional | 0.032 | 7.70 | 0.36 |
| PBEsol + rVV10s functional | 0.034 | 7.59 | 0.41 |
| PBE + rVV10L functional | 0.049 | 12.59 | 0.15 |



FIG. 5. Relative errors (in percentages) of lattice constants versus relative errors (in percentages) of bulk moduli for the SET27 strongly bound solids benchmark.

PBEsol, PBEsol + rVV10, and PBEsol + rVV10s functional calculations and existing calculations carried out with the use of the van der Waals functionals vdW-DF1 [123], vdW-DF2 [123], DFT-D2 [123], PBE + vdW [119], and PBE + vdW ${ }^{\text {surf }}$ functionals [119].

In the case of the equilibrium distance $d$, the use of the PBEsol, $\mathrm{PBE}+\mathrm{vdW}$, and $\mathrm{PBE}+\mathrm{vdW}^{\text {surf }}$ functionals yields accurate results in close agreement with experiment. The use of vdW-DF1 and vdW-DF2, however, yields an overestimation of the equilibrium distance $d$ by $\sim 22 \%$ for $\mathrm{Xe} / \operatorname{Pd}(111)$, $\sim 17 \%$ for $\mathrm{Xe} / \operatorname{Pt}(111)$, and $\sim 11 \%$ for $\mathrm{Xe} / \mathrm{Cu}(111)$. The present PBEsol + rVV10 and PBEsol + rVV10s functional calculations yield equilibrium distances that are only slightly compressed with respect to the more accurate PBEsol functional distances by less than $5 \%$.

In the case of the adsorption energy $E_{a d}$, the PBEsol + rVV10s functional yields the best results, describing accurately all systems under study (see Table V). The worst results for this quantity are obtained with the use of the PBEsol and DFT-D2 functionals. Overall, the present PBEsol + rVV10s functional is one of the most promising functionals shown in Table V.

## E. Molecules <br> 1. S22x5 set

The S $22 \times 5$ set [62] of intermolecular interaction energies of noncovalently bonded complexes represents a generalization of the popular S22 set $[63,125]$. The $\mathrm{S} 22 \times 5$ set consists of five subsets (denoted S $22 \times 5-d$ ) with $d$ being the relative interaction distance as compared to S22: In S22x5-0.9 the complexes are compressed with respect to S 22 , $\mathrm{S} 22 \times 5-1.0$ is exactly S22, and in S22x5-2.0 the complexes are considerably stretched with respect to S22.

The S22x5 results we obtain with the use of the PBEsol, PBEsol +rVV 10 , and PBEsol +rVV 10 s functionals are reported in Table VI. The S22x5 results that are obtained with the use of C09-vdW, BEEF-vdW, and vdW-DF2, as reported in Ref. [126], are also given for comparison. In the case of S22x5-1.0, the results obtained with the following dispersion-

TABLE V. The equilibrium distance $d$ (angstroms) and adsorption energy $E_{\text {ad }}(\mathrm{meV})$ for the atop site adsorption of Xe atoms on $\operatorname{Pt}(111), \operatorname{Pd}(111), \mathrm{Cu}(111)$, and $\mathrm{Ag}(111)$ metal surfaces, obtained with the PBEsol, PBEsol + rVV10, and PBEsol + rVV10s functionals. For comparison, we also show the published results of several van der Waals functionals (the vdW-DF1 [123], vdW-DF2 [123], DFT-D2 [123], the PBE + vdW [119], and the $\mathrm{PBE}+\mathrm{vdW}^{\text {surf }}$ functionals [119]). The experimental values are taken from Refs. [111,112] (see also Refs. [119,122]). The best results are highlighted in bold.

| Method | $d$ | $E_{a d}$ |
| :---: | :---: | :---: |
| $\mathrm{Xe} / \mathrm{Pd}(111)$ |  |  |
| Experimental | $3.07 \pm 0.07$ | -310 to -330 |
| PBEsol functional | 3.06 | -182 |
| PBEsol + rVV10 functional | 2.95 | -325 |
| PBEsol + rVV10s functional | 2.92 | -334 |
| vdW-DF1 ${ }^{\text {a }}$ | 3.8 | -330 |
| vdW-DF2 ${ }^{\text {a }}$ | 3.7 | -309 |
| DFT-D2 ${ }^{\text {a }}$ | 3.0 | -420 |
| PBE + vdW functional ${ }^{\text {b }}$ | 3.13 | -325 |
| $\mathrm{PBE}+\mathrm{vdW}^{\text {surf }}$ functional ${ }^{\text {b }}$ | 3.12 | -276 |
| $\mathrm{Xe} / \mathrm{Pt}(111)$ |  |  |
| Experimental | $3.4 \pm 0.1$ | -260 to -280 |
| PBEsol functional | 3.37 | -119 |
| PBEsol + rVV10 functional | 3.22 | -260 |
| PBEsol + rVV10s functional | 3.24 | -271 |
| vdW-DF1 ${ }^{\text {a }}$ | 4.0 | -329 |
| vdW-DF2 ${ }^{\text {a }}$ | 3.8 | -305 |
| DFT-D2 ${ }^{\text {a }}$ | 3.1 | -607 |
| PBE + vdW functional ${ }^{\text {b }}$ | 3.39 | -331 |
| $\mathrm{PBE}+\mathrm{vdW}^{\text {surf }}$ functional ${ }^{\text {b }}$ | 3.46 | -254 |
| $\mathrm{Xe} / \mathrm{Cu}(111)$ |  |  |
| Experimental | $3.6 \pm 0.08$ | -173 to -200 |
| PBEsol functional | 3.6 | -35 |
| PBEsol + rVV10 functional | 3.6 | -147 |
| PBEsol + rVV10s functional | 3.5 | -165 |
| vdW-DF1 ${ }^{\text {a }}$ | 4.1 | -283 |
| vdW-DF2 ${ }^{\text {a }}$ | 4.0 | -270 |
| DFT-D2 ${ }^{\text {a }}$ | 3.4 | -283 |
| PBE + vdW functional ${ }^{\text {b }}$ | 3.48 | -335 |
| $\mathrm{PBE}+\mathrm{vdW}^{\text {surf }}$ functional ${ }^{\text {b }}$ | 3.46 | -248 |
| $\mathrm{Xe} / \mathrm{Ag}(111)$ |  |  |
| Experimental | $3.6 \pm 0.05$ | -196 to -226 |
| PBEsol functional | 3.6 | -65.7 |
| PBEsol + rVV10 functional | 3.59 | -170 |
| PBEsol + rVV10s functional | 3.4 | -186 |
| $\mathrm{PBE}+\mathrm{vdW}$ functional ${ }^{\text {b }}$ | 3.60 | -244 |
| PBE $+\mathrm{vdW}^{\text {surf }}$ functional ${ }^{\text {b }}$ | 3.57 | -237 |

${ }^{a}$ From Ref. [123].
${ }^{\mathrm{b}}$ From Ref. [119].
corrected GGAs are presented as well: AM05-VV10sol [27], SG4 + rVV10m [60], and PBE + rVV10L functionals [59].

The S22x5-0.9 set is the most difficult with very large errors from various functionals (e.g., the PBEsol functional has MARE $=191.4 \%$, the PBEsol + rVV10 functional has MARE $=135.3 \%$, BEEF-vdW has MARE $=214 \%$, and vdW-DF2 has MARE $=143 \%$ ). The PBEsol + rVV10s functional works remarkably well (MARE $=87.1 \%$ ), although it

TABLE VI. Error statistics (MAE and MARE) of various functionals for the S22x5 set. Note that S22x5-1.0 is the well-known S22 set.

| Method | MAE (kcal/mol) | MARE (\%) |
| :---: | :---: | :---: |
| s22x5-0.9 |  |  |
| PBEsol functional | 2.26 | 191.4 |
| PBEsol + rVV10 functional | 1.85 | 135.3 |
| PBEsol + rVV10s functional | 1.54 | 87.1 |
| C09-vdW ${ }^{\text {a }}$ | 0.48 | 35 |
| BEEF-vdW ${ }^{\text {a }}$ | 3.16 | 214 |
| vdW-DF2 ${ }^{\text {a }}$ | 2.28 | 143 |
| s22x5-1.0 |  |  |
| PBEsol functional | 1.78 | 39.3 |
| PBEsol + rVV10 functional | 1.44 | 28.6 |
| PBEsol + rVV10s functional | 1.19 | 20.8 |
| C09-vdW ${ }^{\text {a }}$ | 0.3 | 6.0 |
| BEEF-vdW ${ }^{\text {a }}$ | 1.71 | 28.0 |
| vdW-DF2 ${ }^{\text {a }}$ | 1.0 | 15.0 |
| AM05-VV10sol ${ }^{\text {b }}$ |  | 36.3 |
| PBE+rVV10L functional ${ }^{\text {c,d }}$ | 1.2 | 24.0 |
| SG4+rVV10m ${ }^{\text {d }}$ | 1.3 | 32.8 |
| vdW-DF-cx ${ }^{\text {e }}$ | 0.47 | 9.0 |
| s22x5-1.2 |  |  |
| PBEsol functional | 1.15 | 35.1 |
| PBEsol+rVV10 functional | 0.78 | 23.3 |
| PBEsol+rVV10s functional | 0.63 | 17.3 |
| C09-vdW ${ }^{\text {a }}$ | 0.3 | 11.0 |
| BEEF-vdW ${ }^{\text {a }}$ | 0.62 | 18.0 |
| vdW-DF2 ${ }^{\text {a }}$ | 0.3 | 7.0 |
| s22x5-1.5 |  |  |
| PBEsol functional | 0.58 | 38.2 |
| PBEsol+rVV10 functional | 0.34 | 20.6 |
| PBEsol+rVV10s functional | 0.29 | 16.9 |
| C09-vdW ${ }^{\text {a }}$ | 0.26 | 28.0 |
| BEEF-vdW ${ }^{\text {a }}$ | 0.14 | 14.0 |
| vdW-DF2 ${ }^{\text {a }}$ | 0.10 | 6.0 |
| s22x5-2.0 |  |  |
| PBEsol | 0.25 | 52.6 |
| PBEsol+rVV10 | 0.14 | 21.6 |
| PBEsol+rVV10s | 0.14 | 25.5 |
| C09-vdW ${ }^{\text {a }}$ | 0.05 | 15.0 |
| BEEF-vdW ${ }^{\text {a }}$ | 0.07 | 28.0 |
| vdW-DF2 ${ }^{\text {a }}$ | 0.12 | 34.0 |

${ }^{\text {a }}$ Reference [126].
${ }^{\mathrm{b}}$ Reference [27].
${ }^{\text {c }}$ Reference [59].
${ }^{\mathrm{d}}$ Reference [60].
${ }^{\mathrm{e}}$ Reference [127].
is still outperformed by C09-vdW, which is highly accurate for molecular systems.

In the case of S22x5-1.0 (the regular S22), the PBEsol + rVV10s functional is found to be the most accurate dispersioncorrected GGA for solids, being better than AM05-VV10sol, SG4 + rVV10m, PBE + rVV10L, BEEF-vdW, and PBEsol + rVV10 functionals. This encouraging result suggests that the PBEsol + rVV10s functional can be used in calculations of hybrid interfaces (e.g., interactions between molecular complexes and metal clusters).

TABLE VII. Absolute relative errors (in percentages) for equilibrium bond lengths of noble-gas dimers $\left(\mathrm{Ne}_{2}, \mathrm{Ar}_{2}\right.$, and $\left.\mathrm{Kr}_{2}\right)$ from several XC functionals. The last two columns represent error statistics [MAE (in angstroms), and MARE (in percentages)]. The best result of each column is highlighted in bold.

| Method | $\mathrm{Ne}_{2}$ | $\mathrm{Ar}_{2}$ | $\mathrm{Kr}_{2}$ | MAE | MARE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PBEsol functional | 1.9 | 6.1 | 4.0 | 0.15 | 4.0 |
| PBEsol + rVV10 functional | 0.3 | 4.0 | 2.2 | 0.08 | 2.2 |
| PBEsol + rVV10s functional | 0.1 | 2.1 | 2.0 | 0.05 | 1.4 |
| C09-vdW-DF ${ }^{\text {a }}$ | 13.6 | 16.2 | 17.5 | 0.58 | 15.8 |
| vdW-DF2 ${ }^{\text {a }}$ | 4.5 | 0.3 | 2.0 | 0.08 | 2.3 |

${ }^{\text {a }}$ Reference [107].

Finally, in the case of S22x5-1.2, S $22 \times 5-1.5$, and S $22 \times 5-$ 2.0 all functionals have MAEs below $1.5 \mathrm{kcal} / \mathrm{mol}$, so they do not fail badly even when the MARE is relatively large. For example, vdW-DF2 has a MARE of $34 \%$ for the S22x5-2.0 set. For the S22x5-2.0 test, the interaction energy is extremely small, and a correct description must include RPA-like manybody terms in order to obtain the long-range scaling of vdW interactions $[70,128]$.

## 2. Noble-gas dimers

In Table VII, we report the accuracy of several XC functionals for the calculation of equilibrium bond lengths of the noble-gas dimers $\mathrm{Ne}_{2}, \mathrm{Ar}_{2}$, and $\mathrm{Kr}_{2}$. The PBEsol $+\mathrm{rVV10}$ s functional is found to yield the best results, systematically improving over the results obtained with the use of the PBEsol + rVV10 functional. The worst results are obtained with the use of C09-vdW-DF, which yields a large overestimation of the bond length as in the case of noble-gas solids (see Table III).

In Fig. 6, we show the potential curves of the noble-gas dimers $\mathrm{Ne}_{2}, \mathrm{Ar}_{2}$, and $\mathrm{Kr}_{2}$. In the case of $\mathrm{Ne}_{2}$, although the PBEsol functional is close to exact the dispersion-corrected functionals, the PBEsol + rVV10 and PBEsol + rVV10s


FIG. 6. $\mathrm{Ne}_{2}, \mathrm{Ar}_{2}$, and $\mathrm{Kr}_{2}$ interaction energy curves obtained from several functionals. The reference data are taken from Ref. [129] (see also Ref. [107]).
functionals clearly overestimate the magnitude of the interaction energy. In the case of $\mathrm{Ar}_{2}$ and $\mathrm{Kr}_{2}$, however, the best result is obtained with the use of the PBEsol + rVV10s functional, although still underestimating (as with the use of the other functionals under study here) the magnitude of the interaction energy. Note that a similar underbinding was obtained for noble-gas crystals (see Fig. 4).

## V. CONCLUSIONS

We have investigated the compatibility between the PBEsol XC energy functional and the rVV10 van der Waals nonlocal correlation functional. By applying a density-gradient dependence in the expression of rVV10, we have developed a new functional: the PBEsol + rVV10s functional with the parameters $b=10$ and $c=c(s)$ given by Eq. (7). We have found that, although both PBEsol +rVV 10 (with $b=20$ and $c=0.0093$ ) and PBEsol + rVV10s functionals perform at the level of the PBEsol functional for strongly bound solids, they improve considerably over the PBEsol functional in the case of noncovalent interactions. Our test calculations for layered materials, noble-gas solids, the adsorption of a Xe atom on a metal surface, molecular complexes, and rare-gas dimers
show that the density-gradient-dependent PBEsol + rVV10s functional is superior to the PBEsol + rVV10 functional and, therefore, our construction for $c=c(s)$ is realistic.

Due to its performance for the structural and energetical properties of bulk solids and hybrid interfaces (i.e., $\mathrm{Xe} /$ metal surface), we conclude that the present PBEsol + rVV10s functional can be used in many applications especially for electronic-structure calculations in the framework of solidstate physics and materials science.

Further improvements of our functional may be feasible by considering both parameters of the rVV10 nonlocal correlation functional to be dependent on the reduced density gradient: $b=b(s)$ and $c=c(s)$. We will address this idea in future work. Nevertheless, although the PBEsol + rVV10s functional is easily implementable in any code that contains the original rVV10, the functional derivative of a van der Waals functional with $b=b(s)$ will be significantly more complicated.
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