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We study the interaction between spin waves and domain walls in perpendicularly magnetized
nanostripes in presence of a uniform in-plane field and how such field can be used to modulate
the domain wall velocity and the spin wave phase that result from this interaction. On one hand,
the external field is found to enhance the excitation of an internal non-uniform flexural mode at
specific frequencies, which can lead to an increase by a factor of six in the domain wall velocity. On
the other, in a lower frequency regime, the field orientation modulates the DW reflectivity yielding
higher velocities when the field is applied along the nanostripe width. Finally, a linear relation of
slope two is found between the in-plane field angle and the spin wave phase.
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Spin waves (SWs) are small unlocalized perturbations
of the magnetic order in the form of a phase-coherent
precession of the magnetic moments, whereas domain
walls (DWs) are regions where the magnetization direc-
tion changes rapidly with a well defined size and pro-
file. Despite of their very different nature, both SWs and
DWs occur naturally in materials with ferromagnetic or-
der and both the knowledge and the ability to manipu-
late them at the nanoscale have grown substantially over
the last years, which have led to interesting phenomena
relating the interaction between them. For example, it
has been found that pinned DWs can emit coherent SWs
when they oscillate around the equilibrium position[1, 2]
or release energy in the form of incoherent SWs as they
propagate in a medium with disorder[3, 4]. On the other
hand, DWs can channel SW propagation along them act-
ing as efficient waveguides[5, 6]. They can also induce a
phase- shift in the SWs [7] as they pass across and, fur-
thermore, this phase shift can be dependent on the DW
chirality in systems with suitable Dzyaloshinkii-Moriya
interaction (DMI) and dimensions[8]. This is interest-
ing for the development of magnonic devices that could
possibly use SW phase for data storage and processing.
Other methods have been proposed to control SW phase,
such as using switchable nanomagnets on top of the wave
guide[9], dipolarly coupled dot arrays with reconfigurable
point defects[10], or passing a moderate current through
the device[11]. With newly developed techniques [12] SW
phase can now be resolved experimentally and the search
for practical schemes to manipulate it continues.

Reciprocally, it has been predicted theoretically that
propagating SWs can move DWs when they run into
them, in both in-plane [13–17] and perpendicularly mag-
netized [18–20] systems. Experimentally, it has been
shown that colliding DWs release energetic SW bursts
that can assist depinning of a nearby DW[21]. Neverthe-
less, direct experimental evidence of DW motion induced
by coherent SWs is still a challenge, mostly because in
metallic ferromagnets SW attenuate rapidly as they move

away from the source. Recent fabrication of FeCo alloys
with ultra-low damping[22], however, allows for hope to
be able to use SW as an efficient way to displace DWs in
a controllable manner.

From the theoretical studies carried out so far it is
already well known that SWs can move DWs in either
negative direction (opposite to SW flow) or positive one
(same than SW flow), depending on whether the dom-
inant mechanism is transfer angular momentum to the
DW as they pass through [14, 23], or linear momentum
as they are reflected [18]. A third mechanism has been
identified, namely SW excitation of an internal DW os-
cillatory mode [13, 19, 20], involving transfer of linear
momentum to the DW and, therefore, positive velocity.
Although some reduced models have been developed to
describe SW assisted DW motion considering the DW
as a rigid object[17, 18], the theoretical investigation of
this last mechanism relies entirely on micromagnetic sim-
ulations, since energy absorption of the DW cannot be
accounted for within such reduced models. The differ-
ent mechanisms involved make SW assisted DW motion
an attractive approach for its flexibility, since it allows
selecting the direction in which the DW moves and its
velocity being controlled with the amplitude of the SWs.
However, the preponderance of one particular mechanism
over the others in a given situation is hard to know a pri-
ori, since it depends non trivially on the SW frequency,
the internal profile of the magnetic DW[24], the relation
between the SW length and the DW width[25], the lat-
eral size of the system[19] or the existence of sizeable
DMI[26, 27]. The understanding of SW assisted DW mo-
tion is, therefore, still incomplete and a practical method
to manipulate DW motion with SWs is lacking.

In this work we present a simple scheme to achieve
a flexible control of the interaction between DWs and
SWs in ferromagnetic nanostripes with high perpendic-
ular magnetic anisotropy (PMA). It is based on the ap-
plication of a small in-plane field which, by means of
carefully chosen dimensions, allows to easily change the
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internal profile of the DW and, consequently, the way it
interacts with the incoming SWs.
The spatial and time evolution of the magnetiza-

tion in the system is obtained by numerically solving
the Landau-Lifshitz-Gilbert equation taking into account
exchange, magnetostatic, magnetocrystalline anisotropy
and Zeeman interactions. A computational region of di-
mensions Lx × Ly × Lz = 10000× 64 × 1.5 nm3 is con-
sidered, as shown in the top of Fig. 1(a). Micromag-
netic simulations were performed using the GPU-based
software package MuMax3[28] with 2 × 2 × 1.5 nm3 cell
size. The following material parameter values, typical of
CoFeB, are used: exchange stiffness A = 1.3×10−11 J/m,
saturation magnetizationMs = 8.6×105 A/m, PMA con-
stant Kz = 5.8×105 J/m3 and Gilbert damping constant
α = 0.015.
A DW separating two antiparallel domains is placed at

the center of the computational region (x = 0, inset of
Fig. 1(a)). The nanowire width (Ly = 64 nm) is chosen
so that the energy difference between the Bloch and Néel
configurations is small and, therefore, its in-plane orien-
tation is sensitive to a small external field. The profile of
the stabilized DW for our dimensions without any applied
field is not pure Néel nor Bloch type, but an intermedi-
ate one [19]. The application of a in-plane field does not
induce a net displacement of the DW but, as it will be
shown, it modifies its internal profile and, consequently,
its interaction with SWs. The SWs are excited by means
of a localized AC magnetic field with a Gaussian profile,
~BAC(x, t) = BAC exp [−(x− x0)

2/σ2] sin(2πνt) ŷ, with
x0 = −1µm and σ = 20 nm. A smooth profile is cho-
sen because, as pointed out recently, abrupt ”square
box” profiles might introduce spurious effects in the fre-
quency dependence of the magnonic torque [29]. On the
other hand, the distance between the DW and the SW
source (1µm) guarantees that the interaction between
SWs reflected by the DW and the SW source is negli-
gible. Finally, the amplitude of the field is kept below
BAC = 90mT with the aim of using realistic values and
minimizing non-linear effects.
First, we investigate the dynamics of a DW induced by

SWs under an in-plane static field BDC along both the
longitudinal (x) and transverse (y) axis of the nanostripe.
Different amplitudes of BDC have been considered up to
a maximum of 20 mT. The average velocity of the DW in
a given time interval ∆t is calculated from the variation of
averaged z component of the nanostripe magnetization,
< mz >, as VDW = ∆<mz>

∆t
Lx

2
. Our simulations show

that the transient period until the steady motion of the
DW is reached can extend up several tens of nanoseconds.
Therefore, the DW velocity is computed only from the
last 5 ns of the total simulation time tsim = 50 ns.

In Fig. 1(a) we compare the calculated DW velocity
as a function of the SW frequency without static field
with the ones calculated considering an in-plane field of
BDC = 16mT along the x and y axis, whereas in the
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Figure 1. (a) Frequency dependence of DW velocity for

BDC = 0 (black), ~BDC = 16mT || x̂ (red) and ~BDC =
16mT || ŷ (blue). Schematic representation of the system un-
der study on the top. (b) and (c) DW velocity as a function
of SW frequency and field amplitude for a field applied along
the x and y directions, respectively.

lower panels we present 2D plots of the DW velocity as a
function of the frequency and the applied field amplitude
BDC along both x (b) and y (c) axis.

Some general trends in the frequency dependence of
VDW can be identified. No effect on the DW is obtained
below 8 GHz simply because in this range SWs do not
propagate (νFMR ≈ 8 GHz). Right above this thresh-
old we observe a region of positive velocity, which can
be explained taking into account that in this region the
wavelength of the SWs is larger than the DW width and,
therefore, they are mostly reflected by the DW. Conse-
quently, there is a transfer of linear momentum from the
SWs to the DW that pushes the latter away from the SW
source. As the excitation frequency increases (ν ∼ 11−30
GHz) the wavelength decreases and SW transmission is
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Figure 2. (a) Time evolution of < mz > and the nor-
malized increment of DW energy with ν = 18GHz and
~BDC = 16mT x̂. (b) Snapshots of my at t = 7, 50.25 and
145 ns. (c),(d) Transverse profile of mx and my at the center

of the DW for (c) ν = 18.0GHz and ~BDC = 16mT x̂ and (d)

ν = 16.0GHz and ~BDC = 16mT ŷ. Profiles at different time
instants are plotted with points and the one with maximum
amplitude is highlighted with a line.

favored, entailing transfer of angular momentum between
the SW and DW, which leads to the DW motion towards
the SW source (negative velocity). At larger frequencies
(ν > 30 GHz), SWs decay rapidly and their amplitude
is negligible when they reach the DW, being incapable
of moving it. Interestingly, the DW velocity displays a
pronounced peak around 16.75 GHz (in the BDC = 0
case) which, as it will be shown later, is related to the
activation of an internal mode of the DW.
On the other hand, it is observed that the application

of an in-plane field has a significant impact on DW veloc-
ity. It was shown by Chang et al. [20] that the applica-
tion of this field increases the DW rigidity, which favours
SW reflection and hinders transmission across the DW.
This is corroborated by our simulations, which show an
increase in the positive velocity at low frequencies, more
pronounced in the Bloch wall case ( ~BDC ||ŷ), and a re-
duction of the negative one in the transmission regime.
Additionally, we notice that the static field increases the
DW speed when the internal modes of the DW are ex-
cited, reaching velocities close to 5 m/s.
Let us focus our attention on investigating the process

that leads to the sharp peaks in the velocity highlighted
before (Fig. 1). Several computational works[13, 17, 19]
relate similar peaks to the excitation of an internal mode
of the DW. To confirm it, in Fig. 2(a) we plot the time
evolution of < mz > together with the normalized in-
crement of DW energy with respect to its value at rest,

∆EDW = EDW (t) − EDW (t = 0), for an applied field
BDC = 16 mT along the x axis. As it can be observed,
at t = 38.2 ns the change in the dynamic regime is linked
to a rapid increment of the DW energy. This increment
is related to the DW changing its internal profile, as evi-
denced in Fig. 2(b), where we compare the space distri-
bution ofmy around the DW center at three time instants
corresponding to each one of the three dynamic regimes
identified. As can be observed, in the excited regime my

is not uniform across the wall and the DW itself displays
some flexural distortion[30] (supplementary material). It
is also apparent that the intensity of the SWs is sub-
stantially reduced to the right of the DW in the second
regime (t2 = 50.25 ns) which, together with Fig. 2(a),
indicates that the DW absorbs a significant amount of
energy from the incident SWs. As the DW moves away
from the source the amplitude of the SWs decreases and
the internal mode is eventually deactivated. The DW
recovers its quasi-uniform profile and negative velocity,
the latter smaller than in regime 1 due to the lower SW
amplitude. The nature of the internal DW excitation is
illustrated in Fig. 2(c,d), where we show the profile along
the nanostripe width of the magnetization in-plane com-
ponents inside the DW for a field of 16 mT applied along
the x (c) and y (d) axis. It is evident that in the excited
mode the central part and the edges of the DW oscillate
out of phase. In each case it is the in-plane component
transversal to the DW that oscillates, my for the Néel
wall (Fig. 2(c)) and mx for the Bloch wall (Fig. 2(d)).
The frequency of the Bloch wall internal excitation is
slightly lower than Néel one (Fig. 1), in agreement with
a recent theory for DW flexural dynamics in perpendic-
ularly magnetized media[30].

As mentioned before, without applied field (BDC = 0)
the DW is not pure Néel nor Bloch type, and therefore,
both mx and my oscillate with similar amplitude (sup-
plementary material) when excited at the appropriate
frequency (16.75 GHz), intermediate between the Bloch
(ν ∼ 16 GHz) and Néel (ν ∼ 18 GHz) characteristic fre-
quencies (see Fig. 1). When the field BDC is applied
along either x or y axis, the DW acquires a well defined
Néel or Bloch profile, respectively. Despite of being uni-
form in space, it seems that BDC promotes the excitation
of the non-uniform internal DW mode, as evidenced by
the increase of VDW with BDC observed in Fig. 1(b)
and (c). To explain this, we point out that the domi-
nant component of the torque exerted by BDC on the
DW, (τDW

DC ), is proportional to its transversal component
(supplementary material). Therefore, the non-uniformity
in the transversal component induced by the SW excita-
tion (Fig. 2(b)) yields a non-uniform torque that further
enhances the amplitude of the flexural mode of the DW.

Continuing with our study, we investigate SW induced
DW dynamics as a function of the in-plane orientation
of the applied field. The amplitude of the field is kept
constant, BDC = 16 mT, whereas the in-plane orienta-
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Figure 3. For BDC = 16mT: (a) DW velocity as a function of the SW frequency, ν, and the field angle ϕ. For SW frequency,
ν = 10GHz: (b) Polar plot of DW velocity versus in-plane field angle ϕ. (c) Computed DW width at equilibrium, ∆0, as a
function of in-plane field angle ϕ. (d) Profile of mx at the center of the nanostripe with (purple) and without (green) DW, for
ϕ = 120◦ and at the same time instant (t = 45 ns). (e) DW induced phase shift ∆φ as a function of in-plane field angle ϕ.

tion ϕ, BDC = BDC(cosϕ, sinϕ, 0), is swept in the range
0◦ < ϕ < 180◦. The computed DW velocity values as a
function of both SW frequency and angle ϕ are plotted
in Fig. 3(a). Similarly to the results presented in Fig.
1(b-c), for most of the allowed SW frequencies the DW
velocity is small (|VDW | < 0.25 m/s) and negative as a
consequence of the SW transferring angular momentum
to the DW when passing through. The narrow region
of large positive velocity corresponding to the excitation
of the internal DW mode is symmetric with respect to
ϕ = 90◦ and gradually shifts between the two extreme
values, ϕ = 90◦ (Bloch wall) and ϕ = 0◦, 180◦ (Néel
wall), discussed before (see Fig. 1(b) and (c)).
On the other hand, a region of moderate positive ve-

locities for frequencies just above the propagation thresh-
old (8-12 GHz) is also present. This region notoriously
broadens as the field is rotated towards the y axis (Fig.
3(a)) and also the DW velocities are higher, as shown in
Fig. 3(b), where the computed DW velocities for a SW
excitation of ν = 10 GHz and different in-plane orien-
tations are shown in a polar plot. To explain this one
has to keep in mind that, as mentioned before, the pos-
itive velocity in this region is due to the fact that SW
wavelength is larger than DW width and, consequently,
transfer of linear momentum of the reflected SWs is the
dominant mechanism that moves the DW. As can be ob-
served in Fig. 3(c), the DW width decreases as the field
is rotated towards the y axis, reaching a minimum for the
Bloch wall. This DW width reduction increases the DW
reflectivity, leading to higher positives velocities and to
the extension of this behaviour towards higher frequen-
cies (smaller wavelengths).
On the other hand, and changing the perspective from

SW induced DW motion to the effect of the DW on the
SWs that pass through it, in Fig. 3(d) we compare the
profile of mx along the central area of nanostripe of a
SW propagating with and without the presence of a DW.
It is apparent from this comparison that the DW intro-
duces a phase shift in the SW. This phase shift ∆φ is
computed for each applied field orientation and the re-
sults are shown in Fig. 3(e). As can be observed, a lin-
ear dependence ∆φ = 2ϕ − π

2
is obtained for the whole

range, proving that an orientable in-plane field allows us
to modify the SW phase in a controllable way, a finding
that future magnonic applications could make use of.

In summary, we presented a easy way to control the
interaction between DWs and SWs in nanostripes with
high PMA using an small in-plane field. On one hand,
this field enhances the excitation of an internal DW oscil-
latory mode at specific frequencies, which permits higher
DW velocities. On the other, in the low frequency regime,
we show that the field in-plane orientation modulates the
DW reflectivity. Finally, we find that field orientation can
be also used to reliably modify the SW phase over the
whole 2π range, which could be considered as a realiza-
tion of a linear SW phase shifter.

See supplementary material for (1) animation of flex-
ural mode and (2) amplification of the flexural mode by
an in-plane field.
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