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We investigate the magnetization reversal of a magnetic dot array by means of magneto-optical

Kerr effect and magnetic force microscopy measurements as well as micromagnetic simulations.

We find that the finite dimensions of the dot array introduce a global configurational anisotropy

that promotes state transitions first in dots near the sample boundaries. From there, the reversal pro-

cess expands towards the sample body by means of collective magnetization processes originating

in the magnetostatic coupling between the dots. These processes are characterized by transition

avalanches and the formation of magnetization chains. These findings are important in the develop-

ment of applications that rely on a robust control of dot magnetization states in dot arrays. VC 2014
AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4899138]

Historically, dense arrays of magnetic dots have been

studied in the development of magnetic memories, concen-

trating on a robust control of magnetization states1 and on

finding fast reversal mechanisms in individual dots.2,3 In the

latter, interaction amongst different dots cannot be avoided

when interdot distances become smaller than their lateral

size.4–6 More recently, the interactions amongst dots in an

array are also regarded useful as collective spin wave proper-

ties existing in periodic structures enable the design of mag-

nonic crystals.7,8 Here, the propagation properties of the spin

waves can be tailored by adjusting the periodicity and the ma-

terial properties of the array. This way, magnonic crystals can

be tuned to operate as magnetic waveguides, memories, fil-

ters, etc.9–11 However, the collective spin wave properties are

only prominent, if all dots are in an identical magnetization

state.12 Also, arrays of interacting nanomagnets allow the ex-

ploration of geometrically induced magnetic frustration and

the design of novel metamaterials. Their properties originate

in the shape and material properties of the nanomagnets com-

bined with tailored periodic arrangement. Such frustrated sys-

tems can lead to new static (logics, info processing) and

dynamic (meta-magnonic crystals) properties.13,14

Although crucial for applications, in experiments, inter-

dot interactions and finite array dimensions complicate a ro-

bust control of the magnetization states. While the shape of

the dots (circular, square, etc.) introduces a configurational
anisotropy,15–17 we find that the finite array dimensions

introduces an additional global configurational anisotropy.

Both effects originate at the demagnetizing interactions play-

ing at different space scales: the dot and total sample space

scale, respectively.

Simulations of dot arrays are often restricted to one dot

assuming isolated non-interacting magnetization processes,

e.g., when studying reversal processes.18–21 Periodic bound-

ary conditions are often used to incorporate interdot interac-

tions, still limiting computations to a restricted number of

dots and assuming infinite lattice periodicity.22–25 Then, con-

figurational anisotropy is accounted for, but global configu-

rational anisotropy is not.

In this letter, we show that mutual dot interactions to-

gether with finite array dimensions have a non-negligible

impact on the magnetization reversal of a dot array. We

numerically and experimentally study the hysteresis proper-

ties of a Permalloy (Py) array of 16� 16 circular dots with

thickness of 13 nm and diameter of 315 nm placed on a square

grid with 400 nm periodicity. In magneto-optical Kerr effect

(MOKE) measurements, in-field magnetic force microscope

(MFM) measurements and simulations, we find that global

shape anisotropy steers the magnetization reversal of the

array: the dots run through different magnetization states

depending on the dot location and sample properties and col-

lective magnetization processes occur, leading to transition

avalanches and formation of magnetization chains. Moreover,

we find that imperfections as edge roughness and external

perturbations as the MFM measurement itself anticipate the

dots reversal path set by the global configurational anisotropy

and promote field induced magnetization state changes.

With electron beam lithography, we drew the dot array

patterns on electron sensitive resist layers coated on the

Si(100) substrate. Then, a Py layer was deposited at a rate of

0.8 Å/s by electron-beam evaporation. Finally, the resist is

removed in a lift-off process. The resulting sample has esti-

mated variations in planar dimensions of 610 nm and thick-

ness of 13 6 1.5 nm. Hysteresis loops were measured using

MOKE based on an optical wide-field polarization micro-

scope optimized for Kerr microscopy,26 while applying

arbitrary magnetic fields. To measure the magnetization dis-

tribution, MFM images were recorded by a Digital

Instruments Nanoscope IIIa, in phase detection mode, moni-

toring the cantilevers phase of oscillation while the CoCr tip

is scanning the sample surface at an average distance of

50 nm (lift mode). Running through the hysteresis loop,

0003-6951/2014/105(16)/162407/5/$30.00 VC 2014 AIP Publishing LLC105, 162407-1
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MFM measurements were performed for successive in-plane

external fields.

Simulations are performed using MuMax27 considering in-

plane sample dimensions identical to the fabricated sample.

The thickness T is varied between 10 nm and 15 nm.

Simulations of descending hysteresis branches closely mimic

the MOKE and MFM experiment by starting from saturation

and reducing the applied field with steps of 1 mT. After every

field jump, the magnetization processes are computed for 50 ns.

A high damping a¼ 1 ensures that the system is in equilibrium

after this time span.28 Cells of 3.125 nm� 3.125 nm�T are

used to discretize the sample (2048� 2048 cells). A saturation

magnetization Msat¼ 740� 103 A/m, exchange stiffness

A¼ 1.2� 10�11 J/m, and zero anisotropy is considered.

The experimental hysteresis loop (MOKE) is shown in

Fig. 1(a). It is characterized by a steep magnetization change

around the coercive field (at about 2 mT) and a very gradual

evolution towards saturation in the opposite magnetization

direction (ranging from about 5 mT to 20 mT). Figure 1(b)

shows simulated hysteresis branches of the dot array with

varying thickness. Only the 15 nm thick sample has a similar

shape compared to the experimental one, i.e., steep at the co-

ercive field and a gradual evolution towards high saturation.

As often found in the comparison between simulated and ex-

perimental hysteresis loops,29–31 the external fields required

in the simulations differ about a factor of 2.

To understand the differences in simulated hysteresis

branches, Fig. 2 shows the field dependent distribution of

the squared average in plane magnetization hMxyi2 ¼
hMxi2 þ hMyi2 of the dots for the three considered sample

thicknesses. Concentrating on the 15 nm thick sample, Fig.

2(a), one observes a gradual decrease of the average in-plane

magnetization from about 5 mT, indicating the mainly re-

versible transition to a state visually recognized as the S-

state, see Fig. 2(d). Around �4 mT, some dots reverse mag-

netization to negative saturation, while others transform to

the C-state, see Fig. 2(d). The highly irreversible nature of

the S- to C-state transition is reflected by the negligibly small

number of dots that have intermediate values for hMxyi2.

Moreover, Fig. 2(a) shows a collective change in magnetiza-

tion state at the same applied field. Inspection of the dynamic

magnetization learns that overcoming the energy barrier sep-

arating the S- and C-state in one dot triggers avalanches

where the same transition is continued in neighbors dots due

to the magnetostatic coupling.

While some C-states transform to the uniform state

(down), others go to the vortex state, see Fig. 2(d). Both tran-

sitions have no intermediate hMxyi2 values, again reflecting

their highly irreversible nature. For increasingly negative

fields, the vortex cores gradually shift towards the disk edge

leading to a growing hmxyi2. At about �45 mT, all existing

vortex cores are annihilated, ending the reversal of the dot

array. Hence, the tailing of the magnetization curves towards

large negative fields observed in the MOKE experiment and

in simulations with T¼ 15 nm—see Figs. 1(a) and 1(b)—is

the signature of vortex formation, vortex core displacement,

and expulsion.

In general, the array contains an ensemble of dots in

the uniform, S-, C-, and vortex state. The possible state

transitions are sketched in Fig. 1(c). While transitions

between the uniform and S-state as well as coherent rota-

tions are to a large extent reversible, other transitions are

mainly irreversible. They only occur if some energy barrier

depending on the material and geometrical parameters is

overcome. For instance, Figs. 2(b) and 2(c) show the influ-

ence of sample thickness. For simulations with 10 nm and

13 nm sample thickness, only in very few dots, respectively,

the energy barriers between the S- and C-state and between

C- and vortex state can be overcome. Fewer highly irrevers-

ible transitions result in less losses (narrower hysteresis

loops), see Fig. 1(b). Moreover, the energy barrier height

depends on the dot location, i.e., on the global configura-

tional anisotropy. Figure 3(a) shows how in the 15 nm thick

simulated array, at remanent magnetization, dots at the top

and bottom row are in the C-state, while the other are still

in the S-state. Near the coercive field, S-, C-, and vortex

states exist next to each other, see Fig. 3(b). Here, transition

avalanches triggered by one dot and continued in neighbor-

ing dots form regions and chains of dots with identical mag-

netization state due to the long range magnetostatic

coupling.

The magnetization states and their energy potentials are

influenced by geometrical imperfections (e.g., edge rough-

ness, thickness fluctuations, and dot misalignment) and struc-

tural disorder (e.g., lattice defects and grain structure). As an

example, Fig. 4 shows state distributions taking into account

edge roughness obtained by scanning electron microscope

imaging (see inset of Fig 4(a)). In simulations with

T¼ 10 nm, rough edges enable transitions to the C-state, not

observed in the perfect sample, see Fig. 2(c). Also, S-states

FIG. 1. (a) Dot array hysteresis loop obtained with MOKE. (b) Hysteresis branches simulated with varying sample thickness T. Dots have a perfect circular ge-

ometry. With increasing thickness, more magnetization states are observed during reversal. (c) Magnetization states and their transitions: full [dotted] lines rep-

resent mainly reversible [highly irreversible] state transitions.

162407-2 Van de Wiele et al. Appl. Phys. Lett. 105, 162407 (2014)
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are formed earlier. In simulations with T¼ 15 nm, Fig. 4(b),

C- and vortex states are reached in more dots and earlier on

in the hysteresis loop, compare with Fig. 2(a). Likewise,

vortices annihilate at smaller (negative) fields. Other imper-

fections have similar influence: while the possible magnet-

ization states are set by the dot geometry, array periodicity,

and global configurational anisotropy, imperfections change

the energy barriers enabling state transitions at different

points in the array reversal process which influences the hys-

teresis loop shape.

Figure 5 shows MFM images of the dot array under suc-

cessive in-plane external fields. Here, one can only discrimi-

nate between vortex and non-vortex states, respectively,

recognized as mainly gray with a black or white dot in the

center (the vortex core) and a white and/or black color (mag-

netic charges) at the dot edges. Contrary to the MOKE meas-

urements and simulations where all dots are quasi-uniform

for positive fields, the in-field MFM measurement indicates

differently: at 6 mT, many vortex states are visible. This

seeming discrepancy is due to the stray field of the MFM tip.

FIG. 2. Distribution of magnetization

states when running through the de-

scending hysteresis branch of the dot

array simulated with perfectly circular

dots and thickness T¼ 15 nm (a),

T¼ 13 nm (b), and T¼ 10 nm (c). The

y-axes correspond to the square of the

average in-plane magnetization of a

dot hMxyi2 ¼ hmxi2 þ hmyi2. The col-

ors represent the number of dots in the

dot array with a certain in-plane mag-

netization. (d) Magnetization configu-

ration of a dot in the S-state, C-state,

and vortex state, together with the used

color code.

FIG. 3. Magnetization distribution in

the dot array simulated with thickness

15 nm at zero applied field (a) and

close to the coercive field (b). The

color code of Fig. 2(d) is used. The

field is applied along the arrows direc-

tion from positive saturation (up,

green) to negative saturation (down,

dark blue).

162407-3 Van de Wiele et al. Appl. Phys. Lett. 105, 162407 (2014)
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The MFM tip stray field can add enough energy to facilitate

transitions which are unreachable before32–35 and enable

state transitions at different points in the array reversal pro-

cess, similar to the influence of imperfections. It is, how-

ever, clear that the reversal path is mainly set by the local

as well as global configurational anisotropy. Indeed, periph-

eral dots turn to the vortex state at an earlier stage compared

to those in the bulk of the array, see Fig. 5 at 6 mT. The

panel at 5.3 mT shows how dots in the center revert to the

vortex state by means of the nucleation and propagation of

magnetization chains parallel to the field direction, a pro-

cess that already started at 6 mT. Similar behavior has been

observed in the magnetization reversal of antidot

arrays.36,37 At zero applied field, all dots are in the vortex

state. For increasingly negative fields, one observes the op-

posite behavior: now centrally located dots are more sus-

ceptible to state transitions due to global shape anisotropy.

Again, the collective behavior is visible, e.g., at �7.4 mT,

where a central chain of neighboring dots made the transi-

tion to the uniform state. The MFM images confirm the hys-

teresis loop asymmetry and the gradual transition to

negative saturation, already evidenced by MOKE measure-

ments and simulations. At �10.5 mT, only a fraction of cen-

tral dots is aligned with the field and at �15.4 mT many

peripheral dots did not yet switch to the uniform state,

whereas for positive fields the alignment is nearly complete

at 8.7 mT. The non-uniformity in magnetization states is

observed independent of the tip scanning direction and

FIG. 4. Distribution of magnetization

states when running through the de-

scending hysteresis branch of the dot

array simulated with thickness

T¼ 10 nm (a) and T¼ 15 nm (b) and

taking into account edge roughness.

The y-axes correspond to the square of

the average in-plane magnetization of a

dot hMxyi2 ¼ hmxi2 þ hmyi2. The col-

ors represent the number of dots in the

dot array with a certain in-plane mag-

netization. Inset (a): S-state in a dot

with rough edges (left) and in a dot with

perfect circular geometry (cf. Fig. 2),

(b) descending branches for dot array

simulated with T¼ 10 nm (blue) and

T¼ 15 nm (green), considering per-

fectly circular dots (full lines) and dots

with rough edges (dashed lines).

FIG. 5. In-field MFM images measured for successive values of the external field applied in the direction of the arrows.
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clearly hints for the existence of transition avalanches

observed in simulations.

In the current study, the in-plane array dimensions,

6.4 lm� 6.4 lm, were limited by computational restrictions.

However, our observations are directly extensible to larger

arrays where similar global configurational anisotropy exists

and transition avalanches as well as magnetization chains are

expected to have even larger sizes. In systems consisting of

larger dots, reversal is expected to be even more complex as

more metastable equilibrium states exist. In general, the dot

array can contain a huge amount of coupled pinned magnet-

ization systems. Therefore, also temperature will have a de-

cisive role as it will also trigger transition events leading to

transition avalanches, comparable to creep in magnetic do-

main wall motion.38,39 Unfortunately, simulation power is

still insufficient to properly address this issue numerically as

it requires simulations of large time spans.

In conclusion, we studied the magnetization reversal of

a dot array. In simulations as well as experiments, we found

that due to the global configurational anisotropy the magnet-

ization reversal first starts at the corners and edges of the dot

array and then expands towards the sample body. The rever-

sal is largely determined by collective magnetization proc-

esses resulting from the magnetostatic coupling between

neighboring dots. In particular, simulations clearly show and

MFM experiments strongly hint for the existence of state

transition avalanches, e.g., leading to the formation of mag-

netization chains. Our static observations and dynamic simu-

lations might trigger studies of avalanche-type

magnetization processes in dot arrays using dynamical

experiments. These are important in the development of

magnetic ICT applications relying on the control and/or

manipulation of the magnetization state of individual dots

within a dot array.
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