I. INTRODUCTION

Dynamically ordered states and pattern formations are very relevant aspects of different branches of science [1]. Examples of such patterns in the physical sciences are laser emission [2], material defects [3,4], and the formation of sand dunes [5,6], to name a few. An even broader range of examples includes brain activity patterns [7], interactions between complex biological systems [8], and self-organized criticality [9]. In this context certain systems are known to undergo qualitative changes in their dynamic behavior at a specific critical value of an external control variable such as a field, leading to what is known as a dynamic phase transition (DPT). The understanding of this DPT phenomenon can provide very significant information about a system’s collective dynamics, as well as relevant insights into nonequilibrium physics more generally, which is crucially important in many scientific fields.

DPTs are known to happen in ferromagnetic materials under specific conditions [10]. For temperatures below the Curie temperature $T_C$, the dynamic magnetization trajectory $M(t)$ can exhibit qualitative changes as an externally applied magnetic-field sequence $H(t)$ is modified. Usually in the framework of the DPT, a periodic magnetic field is considered, characterized by its period $P$ and amplitude $H_0$ [11]. The dynamic magnetization response to such an oscillating field $H(t)$ now depends on an intrinsic time constant $\tau$ with which the spins collectively relax towards the thermodynamically stable state at a given field strength [12]. If the period of the magnetic field is much larger than $\tau$ ($P \gg \tau$), the magnetic-field changes are slow enough so that the magnetization can follow the field sequence, even if there is a conventional magnetic hysteresis phase shift between $M(t)$ and $H(t)$, as shown in Fig. 1(a). Correspondingly, $M(H)$ will exhibit rather conventional hysteresis loops centered around a time-averaged zero magnetization value in this slow dynamic regime. If otherwise $P < \tau$, the field oscillations will be so fast that the magnetization cannot follow them and correspondingly, $M(t)$ will only show small oscillations around one of typically two sign-inverted nonzero remanent magnetization values. Figure 1(b) shows a field oscillation with $P < \tau$ and the two corresponding steady-state magnetization trajectories. In Figs. 1(a) and 1(b), the green dashed lines represent the field-cycle-averaged magnetization values $Q$ defined as

$$Q = \frac{1}{P} \int_0^P M(t) \, dt.$$  (1)

In the slow dynamics case, i.e., Fig. 1(a), the magnetization oscillations lead to $Q = 0$. This is known as the dynamic paramagnetic (PM) state or phase. In the rapidly varying field case, i.e., Fig. 1(b), magnetization oscillations center around an average magnetization value $Q \neq 0$. This is known as the dynamic ferromagnetic (FM) state or phase, which furthermore has two separate dynamically stable solutions that have
as shown in Fig. 1(c), namely,
\[ Q(P \to P_c) \sim (P_c - P)^\beta. \] (2)

It has been also observed in these theoretical studies comparing systems of the same universality class that the value of the critical exponent $\beta$ for $Q$ agrees with the value of the corresponding critical exponent in the equilibrium TPT, for which $M(T \to T_c) \sim (T_c - T)^\beta$ in the static ferromagnetic regime [14–17].

Further similarities between the DPT and TPT in magnetic systems are found when a constant bias field $H_b$ is applied in addition to the field oscillations. This constant bias field has been identified as the conjugate field of the DPT order parameter for the case of a sinusoidal magnetic field [18–21], mimicking the effect of an external magnetic field in the thermodynamic equilibrium phase diagram. The bias field modifies the value of $Q$ in both the FM and PM phases. Upon an inversion of $H_b$ in the dynamic FM phase, $Q$ shows a bistability regime close to the $H_b = 0$ field crossing point, followed by a discontinuous order-parameter change, which is associated with a first-order phase transition at exactly $H_b = 0$. In the dynamic PM phase, $Q$ changes continuously as $H_b$ varies. Figure 1(d) is a schematic representation of the phase diagram as a function of both $P$ and $H_b$ in which the first-order phase transition is represented as a black line and the already mentioned second-order DPT is visualized by means of a cyan dot. Further relevant parameters related to the dynamic order parameter $Q$ are dynamic fluctuations $\sigma_Q$ and susceptibility $\chi_Q$, defined at every point of the $P$-$H_b$ phase space except for the phase boundary itself as
\[ \sigma_Q^2 = \left< (Q^2) \right> - \left< Q^2 \right>^2, \] (3)
\[ \chi_Q = \frac{\partial Q}{\partial H_b} \bigg|_{P,H_b}. \] (4)

Both fluctuations and susceptibility have been shown to exhibit anomalously sharp sidebands in the PM dynamic phase close to the critical point, known as metamagnetic anomalies [22,23]. These fluctuations correspond to very steep but still continuous changes in $Q$ as $H_b$ varies. The relevance of these metamagnetic anomalies is that they do not have an analog in the corresponding thermodynamic equilibrium phase diagram for conventional ferromagnets or spin models. Thus they constitute a significant difference between the collectively occurring dynamic magnetization reversal and the collective thermodynamic equilibrium in their respective paramagnetic regimes.

In many ferromagnetic systems, including Ising-like spin systems, the collective spin or magnetization reversal is triggered by an applied-field-assisted nucleation of inverted spin clusters and subsequent domain-wall propagations. These microscopic processes have been studied in detail in the past, including their relative significance and overall impact on hysteresis loops [24]. One direct consequence of these microscopic reversal processes in terms of the resulting collective behavior is that $P_c$ is strongly dependent on the field amplitudes used for the observation of the DPT, leading to a $P_c \sim \exp(1/H_0)$ dependency that is clearly visible in Fig. 1(e) [13,14,23]. This dependence shifts the critical point towards smaller $P$ values as $H_0$ increases, and it allows one to explore
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\caption{(a), (b) Schematic examples of $H$ vs $t$ (blue) and $M$ vs $t$ (red) signals for two different periods in the dynamic PM phase (left) and FM phase (right), respectively. The horizontal dashed green lines indicate the cycle-averaged magnetization $Q$ in each case. (c) $Q$ vs $P/P_c$, characteristic exhibiting a power-law dependency near the critical point at $P = P_c$, marked as a cyan dot. (d) Schematic nonequilibrium phase diagram of a dynamic magnetic system driven by a periodic magnetic field as a function of $P/P_c$ and $H_b$. The horizontal black line at $H_b = 0$ and $P < P_c$ represents a phase boundary that is associated with a first-order dynamic phase transition. The cyan dot at $P = P_c$ and $H_b = 0$ represents the critical point at which a second-order dynamic phase transition occurs. (e) Characteristic behavior of the critical period $P_c$ vs $H_b$ from [13]. The blue and red dashed lines represent the $H_b$ or $P$ scans that can be utilized to explore the phase space.}
\end{figure}
the phase space near the FM/PM phase line in two different ways. One is the usual $P$ scan, shown via exemplary red dashed lines in Fig. 1(e), in which $P$ varies while $H_0$ is held constant. The other way is the $H_0$ scan, shown by means of representative blue dashed lines, in which $H_0$ varies for a constant $P$. For slower critical dynamics, i.e., higher $P$, values in Fig. 1(e), the $H_0$ scan allows for a wider exploration of the relevant phase space near the DPT phase line, because in this regime $P$ decreases very strongly as a function of $H_0$. Conversely, for faster critical dynamics, i.e., smaller values of $P$, in Fig. 1(e), the $P$ scan is a more suitable methodology, given that in this regime $P$ is not so strongly dependent on the $H_0$ values that are used to generate the dynamic magnetic state.

Theoretically, DPTs have been most widely studied in the context of the kinetic Ising model (KIM), which considers one-dimensional spin variables $S_i$ located on lattice sites $i$ and interacting with each other via a ferromagnetic exchange energy constant $J$ and the time-dependent external magnetic field $H(t)$ by means of a conventional Zeeman energy term, resulting in the Hamiltonian

$$\mathcal{H} = -J \sum_{[i,j]} S_i S_j - H(t) \sum_i S_i.$$  (5)

In this expression, the brackets refer to the sum over nearest neighbors. In spite of its simplicity, the KIM has enabled very detailed studies regarding the DPT in the context of both Monte Carlo simulations [14,15,17,18,23,25,26] and mean-field approximations [10,19,20,27], which allowed for an understanding of many relevant aspects of DPTs. Rather few theoretical studies have analyzed DPTs in the context of Heisenberg models [28,29], which generally offer greater comparability with experimental systems, given that magnetic anisotropies are typically very small for most material systems if compared to the exchange energy, and thus the true nature of three-dimensional spin variables is far better represented. Experimentally, a number of studies analyzed magnetization dynamics for different experimental systems decades ago [30–32], but these studies failed to address the occurrence of the DPT and the actual measurement of the order parameter $Q$. These aspects, which are actually needed to achieve an unambiguous characterization of the macroscopic dynamic state, were for the first time experimentally addressed in an investigation of Co/Pt multilayers [33]. However, only later studies on in-plane magnetized uniaxial Co films managed to map the phase diagram properly, providing conclusive evidence that $H_b$ is the conjugate field and demonstrating that the phase line according to Fig. 1(d) actually exists [34]. More recently, our group also demonstrated the already mentioned metamagnetic anomalies [22] in the same type of material system before these anomalies were theoretically confirmed by means of Monte Carlo simulations [23].

In spite of these many different works and approaches, the vector nature of magnetization $\mathbf{M}$, and thus the potential relevance of $Q$ being a vector quantity, has been ignored in all experimental works and nearly all theoretical works. Even the few theoretical works that investigated DPTs in the context of Heisenberg-type models [28,29] have not addressed the influence of a bias field on the system’s dynamic state, and thus no relevant exploration of the overall phase space or an analysis of the existence of metamagnetic anomalies under different conditions has been done, neither experimentally nor theoretically. Thus virtually nothing is known about $Q$ as a vector quantity and its impact onto the dynamic phase diagram and dynamic phase transitions. Given the vector nature of $\mathbf{M}$, even the definition of $Q$ in Eq. (1) is insufficient because it does not consider the three-dimensional character of magnetization $\mathbf{M} = (M_x, M_y, M_z)$. Correspondingly, we need to first generalize the dynamic order parameter as a three-dimensional quantity $Q = (Q_x, Q_y, Q_z)$, which is defined as

$$Q = \frac{1}{P} \int_0^P \mathbf{M}(t) \, dt.$$  (6)

Correspondingly, now fluctuations $\sigma_Q$ and susceptibility $\chi_Q$ become tensorial quantities $\sigma_Q^{ij}$ and $\chi_Q^{ij}$, whose components are defined as

$$\sigma_Q^{ij} = \sqrt{\langle Q_i Q_j \rangle - \langle Q_i \rangle \langle Q_j \rangle},$$  (7)

$$\chi_Q^{ij} = \frac{\partial Q_i}{\partial H_{b,j}}.$$  (8)

Here, $i$ and $j$ represent the three Cartesian coordinates. In the following we will define the $H$ axis as the $z$ axis for reasons of transparency, i.e., $\mathbf{H} = H(t)(0, 0, 1)$.

Given the above-mentioned complete lack of knowledge about the vectorial properties of $Q$ as the relevant macroscopic dynamic order parameter, the core goal of this work is to make an initial attempt to experimentally analyze the vector nature of $Q$ close to the DPT. More specifically, we will investigate the overall phase space near the DPT by exploring the anisotropic nature of specifically designed samples that mimic the anisotropic Heisenberg model, for which one can expect the dynamic response to depend on the relative alignment in between the applied field direction and the preferred magnetization axis. Correspondingly, we will study the dynamic order parameter as well as dynamic fluctuations and susceptibility near the DPT, and by doing so explore if and how these quantities are impacted by the applied field orientation. This should allow us to determine whether the true vectorial nature of $Q$ has a substantial quantitative or even qualitative impact on the collective dynamic phase diagram of magnetic films.

In the second section of this work, we introduce the experimental aspects utilized for this study. This includes specific properties of our samples related to their suitability for our study here, as well as core details of our transverse magneto-optical Kerr effect (T-MOKE) tool that allowed for a very precise experimental determination of dynamic magnetic states throughout the relevant phase space. In the third and main section we explore and discuss key experimental results that we obtained for selected samples. Finally, in the fourth and last section we draw general conclusions based upon our experimental results and give an outlook and perspective on the vectorial nature of $Q$ and its relevance to understanding dynamic magnetic phases and phase transitions in magnetic films.
II. EXPERIMENTAL ASPECTS

As described in the previous section, the DPT was initially predicted and subsequently theoretically investigated for Ising-type spin systems that exhibit exchange interactions, while magnetostatic interactions were simply not considered. In order to experimentally explore the properties of an Ising-type model, one should pick a ferromagnetic material with uniaxial anisotropy so that only two stable magnetization states exist at zero field. However, in real materials magnetic properties are more realistically represented by anisotropic Heisenberg models, given that the anisotropy energy is typically very small compared to the exchange energy, and thus field-induced reorientations of magnetic moments into the hard axis are possible. Nonetheless, in relation to fundamental aspects of ferromagnetism, such as the critical exponents of the TPT, the anisotropic Heisenberg model mimics the behavior of the Ising model [35], and therefore the choice of this type of sample is a reasonable approach. In order to achieve the near suppression of magnetostatic interactions experimentally, one has to choose a geometry, in which the magnetostatic energy is very small. This can be done by choosing samples with thin-film geometry and an easy axis (EA) within the surface plane of the film. Indeed, the viability of this strategy has already been verified in our prior work for Co [22,34,36] and CoRu thin films [37–39].

Following this previously used strategy, we have fabricated thin-film samples of Co$_{100-x}$Ru$_x$ alloys for our study that were epitaxially grown with the required (1010) crystallographic orientation. Here, $x$ stands for the Ru concentration in atomic percent within the magnetic layer. These alloys have in-plane uniaxial anisotropy with the EA being parallel to the crystallographic c axis, which is oriented in the surface plane and thus allows for detailed investigations of dynamic magnetic-field responses. The choice of the specific Ru content utilized here comes from the fact that $T_C$ decreases almost linearly with $x$ [37]. By growing samples with different Ru concentrations, we can explore the vectorial nature of $Q$ in the phase space near the DPT for different $T/T_C$ ratios, even if all measurements are limited to $T$ being room temperature. This is potentially very relevant, because the $T/T_C$-dependence of the DPT could be very substantial, and some prior theoretical work even predicted a change in the order of the phase transition from second to first order as $T/T_C$ is varied [10]. Similarly, the vectorial aspects of $Q$ could be relevantly impacted by changing $T/T_C$, an aspect that has not been explored in the scientific literature, neither experimentally nor theoretically. Only very recently have we been able to experimentally investigate the role that $T/T_C$ has on the DPT, and we found substantial quantitative changes being induced by changing $T/T_C$, with the magnitude of metamagnetic anomalies becoming increasingly large as $T_C$ approaches $T$ [39]. However, in that work we focused exclusively on the easy axis $M$ and $Q$, and thus did not explore the vector character of $Q$, which is the topic of the present work. Nonetheless, here we decided to also study samples with different $T/T_C$ ratios so that we might be in a position to observe relevant changes of the vectorial $Q$ or tensorial $\sigma_Q$ and $\chi_Q$ quantities with $T/T_C$.

In this work, we focus on two different material concentrations, namely, $x = 0\%$ and $x = 18\%$, which we refer to as Co and Co$_{82}$Ru$_{18}$, respectively. These samples were epitaxially grown at room temperature using a commercial sputter deposition system. A specific growth sequence is required in order to promote the correct epitaxial orientation needed for our films [36,37]. The growth sequence is schematically shown as an inset in the figure. (b) Representative XRD $\varphi$ scans of the 2$\theta$ poles of Si {004}, Ag {002}, Cr {110}, and Co$_{100-x}$Ru$_x$ {1011} for the Co$_{82}$Ru$_{18}$ sample.

Co and Co$_{82}$Ru$_{18}$, respectively. These samples were epitaxially grown at room temperature using a commercial sputter deposition system. A specific growth sequence is required in order to promote the correct epitaxial orientation needed for our films [36,37]. The growth sequence is presented schematically as an inset in Fig. 2(a). We employed Si substrates with Co$_{100-x}$Ru$_x$ alloys for our study.
The native oxide was removed by using wet fluoric acid (HF). On top of the HF-etched Si (110) surface, a sequence of Ag (220) and Cr (211) layers, being 37.5 and 10 nm thick, respectively, are grown to generate a suitable template for the epitaxial growth of (hcp) Co (1010) and CoRu (1010) [40]. The ferromagnetic Co and CoRu layers that were fabricated for this study are 20 nm thick. On top of the magnetic films, a 10-nm-thick SiO2 overcoat was deposited via RF sputtering to prevent oxidation of the samples. In [37], a CrRu layer was added to the epitaxial sequence between the Cr and CoRu sublayers to keep the quality of the epitaxial growth of the CoRu alloy film constant for different Ru concentrations for the purpose of enabling a precise comparative study of anisotropy constants. Here, we did not utilize this additional CrRu layer, because good epitaxial growth of the CoRu layer was achieved by directly growing it on top of the Cr (211) layer, even if the mismatch of the lattice constants changes slightly with Ru concentration. The Curie temperatures of our films were determined to be $T_C = 1400 \pm 80$ K for the case of the Co sample and $T_C = 700 \pm 30$ K for the case the Co$_{82}$Ru$_{18}$ sample [37,38]. This means that the $T/\bar{T}_C$ ratios of our measurements are approximately 0.21 and 0.43 for the Co and Co$_{82}$Ru$_{18}$ samples, respectively.

X-ray diffraction (XRD) measurements were carried out to verify the epitaxial nature and the crystallographic quality of our samples. In Fig. 2(a), we show typical XRD $\theta$-2$\theta$ measurement data for both samples. In these curves one observes the diffraction peaks corresponding only to the Co$_{100-x}$Ru$_x$ (1010), Si (220), Ag (220), and Cr (211) sublayers, corroborating the intended epitaxial stacking of our multilayered films as well as the absence of other crystallographic orientations. The SiO2 layer grows amorphous and does not show any peak. We also performed XRD $\varphi$ scans in order to obtain information about the in-plane alignment of the crystal structures and to verify their epitaxial relationship. In Fig. 2(b), we present representative scans for the Co$_{82}$Ru$_{18}$ (1010) sample at four different crystal planes that are not parallel to the film surface. Data for the pure Co sample look virtually identical. All $\varphi$ scans show two well-defined peaks that are $180^\circ$ apart and whose positions match the stereographic projections of the nominal epitaxial structure [40]. The $90^\circ$ shift between the Ag [002] and the Cr [110] peaks indicates that the Cr [110] crystallographic direction is parallel to the [001] direction of Ag and Si. The CoRu peaks appear at the same position as the Cr ones, indicating that CoRu [0001] and Cr [110] are parallel to each other, which verifies the intended epitaxial structure of the films.

The in-plane uniaxial magnetic anisotropy of our samples is verified by means of vibrating sample magnetometry (VSM) measurements. Specifically, we measured the magnetization component $M_z$ parallel to the direction of the external field $H$ along the $z$ axis. A schematic representation of the sample and field geometry is shown in Fig. 3(a). In Figs. 3(b) and 3(c), we show the measured remanent magnetization $M_r$ normalized to its saturation value $M_s$ as a function of the angle $\phi$ between the EA and the applied field direction for the Co and Co$_{82}$Ru$_{18}$ samples, respectively. These data are determined in zero field after first applying a magnetic field that is large enough to completely saturate the magnetization in any given direction and subsequently removing the field.

Both samples exhibit the expected angular dependence of $M_r/M_s$ vs $\phi$ for a uniaxial magnetic system, including a $180^\circ$ periodicity. Along the EA ($\phi = 0^\circ$ and $\phi = 180^\circ$), $M_r/M_s$ is almost exactly 1, and its value decreases towards zero in a sinusoidal fashion as the sample is rotated towards the hard axis (HA) ($\phi = 90^\circ$ and $\phi = 270^\circ$). To illustrate the excellent agreement with the ideal textbook model of a ferromagnet with uniaxial anisotropy [41], we also plotted its behavior as continuous lines in Figs. 3(b) and 3(c) as a reference. These measurements also corroborate that magnetostatic effects are...
Indeed very weak in our samples and do not modify the static magnetic behavior in any significant way.

To further illustrate our samples’ magnetic response, several hysteresis loops for different values of $\phi$ are displayed in Figs. 3(d) and 3(e) for the Co and Co$_{82}$Ru$_{18}$ samples, respectively. In both cases, along the EA the hysteresis loop shows an abrupt magnetization switch only, leading to a squarelike hysteresis loop appearance. For other values of $\phi$, one can observe a weak bending of the loops before an abrupt magnetization switching occurs. This bending is not so relevant for small values of $\phi$ but becomes increasingly large as $\phi$ increases until, along the HA, magnetization reversal happens in a continuous fashion only. This specific feature in the hysteresis loops comes from the fact that when the EA is not aligned with the direction of the field, the resulting direction of magnetization is defined by an interplay between the anisotropy energy and the Zeeman energy, leading to an alignment of the magnetization along the EA for sufficiently low field strengths. We also observe from the data here that the anisotropy field $H_k$ is larger than 2 kOe for both samples. Moreover, we see that the switching field, at which the large discontinuous reversal happens, is much smaller than $H_k$ due to the existence of thermal excitations and the associated occurrence of domain nucleation within our samples, which triggers reversal processes and ultimately, the dynamic magnetic state that is associated with the DPT [42].

Consequently, our structural and static magnetic characterization data demonstrate that the specific growth sequence and material selection that we have chosen here are suitable to accomplish the fabrication of samples with in-plane uniaxial anisotropy that furthermore mimic the magnetization response of an anisotropic Heisenberg ferromagnet. These are exactly the aforementioned criteria for the experimental observation of the DPT. Furthermore, the $M$ vs $H$ curves in Figs. 3(d) and 3(e) reveal that sharp system-wide reversals occur, at least in a significantly broad $\phi$ range, which is another requirement for the observation and study of the DPT.

Due to its excellent sensitivity for thin-film samples, we have employed a magneto-optical Kerr effect (MOKE) setup to measure the dynamic state of our samples [43–50]. Our particular setup measures the magneto-optically induced ellipticity changes in the reflected light that are proportional to the transversal magnetization component along the applied field direction, i.e., $M_z$. A schematic representation of our setup is shown in Fig. 4(a). This particular configuration has been shown to increase the signal-to-noise ratio with respect to conventional T-MOKE setups more than 30-fold and is thus particularly suitable for our experimental study of dynamic magnetization behavior [51,52]. In our setup, an ultra-low-noise laser with $\lambda = 635$ nm and output power of 5 mW is utilized. The incident beam is aligned at an angle-of-incidence of 60° with respect to the surface normal. It passes first through a polarizer $P_1$, which produces linearly polarized light, with the linear polarization being oriented at 45° with respect to the plane of incidence. The light is subsequently reflected by the sample, which is positioned inside the gap of an electromagnet. After reflection it passes through a quarter wave plate QWP and a second polarizer $P_2$, after which it is detected by a photodetector. Both QWP and $P_2$ are aligned in such a way that we achieve large light intensity changes at the detector and accordingly, optimal signal-to-noise ratios upon inversion of the magnetization state for our samples. It is worth emphasizing here that the detected signal in our setup is not affected by changes in the polar and longitudinal component of magnetization. Further details of our specific MOKE detection approach have been documented in [51]. For our study here, it is important to notice that our setup allows us to rotate the sample in such a way that we can align the EA away from the $z$ axis in a precise, stable, and reproducible manner.

As with any magneto-optical measurement of hysteresis loop behavior, our measurements here do not directly access magnetization values, but instead we measure a quantity proportional to the magnetization component along the $z$ axis,
which is also the field direction. Thus our experimental data have to be calibrated with respect to the signal values that are measured in saturation to allow for a relative magnetization calibration. Figures 4(b)–4(e) show several exemplary data sets associated with our calibration measurements for the Co$_{82}$Ru$_{18}$ sample in which the EA and the applied field are parallel to each other ($\varphi = 0^\circ$). Figures 4(b) and 4(c) show two examples of applied magnetic-field sequences versus time and Figs. 4(d) and 4(e) the corresponding time evolution of the photodetector voltage, which is proportional to the light intensity. In these calibration measurements we apply sinusoidal magnetic fields of different amplitudes using a fixed period of $P = 10$ ms. The first and the last five oscillations in both Figs. 4(b) and 4(c) are magnetic-field reference sequences with an amplitude $H_{ref} = 581$ Oe. The corresponding light intensity signals measured in these segments [Figs. 4(d) and 4(e)] show a time-dependent squarelike behavior, because $H_{ref}$ is large enough to completely reverse the magnetization and induce a saturated magnetization state in either field direction (for this $\varphi = 0^\circ$ case). Correspondingly, the values of intensity measured at these points allow us to define the quantities $\langle I^+_{ref} \rangle$ and $\langle I^-_{ref} \rangle$ [shown in Fig. 4(d)] that correspond to the negatively and positively saturated magnetization states, respectively, based upon which the time-dependent intensity signal can be normalized to derive time-dependent $M_z/M_s$ data. Furthermore, the reference field sequences are applied at the beginning and the end of each measurement to verify whether the relevant intensity levels measured at the detector remain constant in time and we have stable experimental conditions (see Appendix for further details). The so-derived $M_z/M_s$ signal scale is shown as the right-hand axis in Figs. 4(d) and 4(e). As can be easily seen, the reference saturation states align within $M_z/M_s = \pm 1$. Another relevant parameter for our analysis is the relative intensity change $\Delta I/I$, defined as

$$\frac{\Delta I}{I} = 2 \frac{\langle I^+_{ref} \rangle - \langle I^-_{ref} \rangle}{\langle I^+_{ref} \rangle + \langle I^-_{ref} \rangle},$$

which is proportional to the effective light polarization changes upon the inversion of the magnetization and is thus proportional to $M_z$ under otherwise stable experimental conditions.

In Fig. 4(b), the field amplitude in the central portion of the measurement is $H_0 = 457$ Oe, and for this case, a squarelike intensity signal is detected that is nearly identical to the reference measurements, as shown in Fig. 4(d). This observation means that this specific magnetic-field amplitude is still sufficiently large to induce full magnetization reversal at the chosen field frequency. As the magnetization oscillates between $\pm M_s$, the cycle-averaged magnetization is $Q = 0$, as illustrated by the green dashed lines, which means that the sample is in the dynamic PM phase. In Fig. 4(c) the field amplitude of the central measurement sequence portion is $H_0 = 281$ Oe. For this field amplitude, the measured intensity shown in Fig. 4(e) remains basically constant in contrast to the reference signal segments, and specifically, its value remains close to the magnetization saturation state set by the orientation of the magnetic field in the last half-period of the reference sequence. Thus, for the selected period $P$, this field amplitude $H_0$ is below the DPT, and $Q \neq 0$ in accordance to the phase diagram in Fig. 1(e), representing the dynamic FM phase. Furthermore, we can conclude that the DPT lies between $H_0 = 281$ and 457 Oe, given the observed fundamental change in the dynamic magnetic response for this sample and the applied field frequency and orientation conditions employed. Thus we are in a position to access the DPT experimentally by varying $H_0$ while leaving the rest of the experimental parameters constant. These initial examples also demonstrate that our experimental setup allows us to measure the dynamic order parameter $Q$ with very high sensitivity, even for individual field loops, so that also all derived quantities, such as susceptibility and fluctuation, can be precisely measured.

For different orientations of the samples, the reference signals need to be compared to the $\varphi = 0^\circ$ case, because only in this scenario can one associate the measured signal trace and thus the corresponding $M_z$ values to $M_s$ exactly. Thus time-dependent magnetization signals will always be normalized to the relative intensity change measured at $\varphi = 0^\circ$ (see Appendix for further details). In Fig. 5 we show two normalized magnetization signals ($\varphi = 0^\circ$ and $\varphi = 40^\circ$) for the Co$_{82}$Ru$_{18}$ sample and for a field amplitude of $H_0 = 581$ Oe. In both cases a similar time-dependent signal is measured. However, the maximum magnetization values that are dynamically accessed in the $\varphi = 40^\circ$ case are significantly smaller than in the EA-aligned case ($\varphi = 0^\circ$), which is also associated with a smaller relative intensity change according to Eq. (9). Thus for the frequencies and field amplitudes used in our study, magnetization values do not necessarily saturate along the $z$ axis. Another noticeable effect are the small magnetization variations within each half period of the magnetization signal, which are due to the already mentioned magnetization rotations around the EA as the external field varies. These aspects of our experimental observations and the underlying physics are discussed in detail in Sec. III, but they are mentioned here to highlight the excellent sensitivity of our setup, even for cases in which magnetic field and EA are far from being aligned.

As explained in the Introduction, $H_0$ scans allow for a broader exploration of the phase space in the vicinity of the DPT for the case of slow critical dynamics, which is the
regime of our experiments. Thus we are utilizing $H_0$ scans here in conjunction with varying $H_b$ to explore the entire phase space. Specifically, the following procedure has been applied for all our measurements. Light intensity data representing the dynamic magnetization information are collected while a series of magnetic-field signals are applied along the $z$ axis. In our applied magnetic-field sequences, $P$ is left constant while $H_0$ and $H_b$ are swept in the vicinity of the critical point. For every individual $H_0$ value, $H_b$ is stepwise decreased and subsequently increased after every 100 field oscillation periods in steps of 1.2 Oe. By doing this we can track the bistability regime of $Q$ as a function of $H_b$ in the dynamic FM phase, in addition to exploring the entire relevant phase space. This $H_b$ sweep process is repeated five times for a single $H_0$ value [53]. Before and after every $H_b$ sweep, five reference periods with a field amplitude of 581 Oe and $H_b = 0$ Oe are applied which serve as the reference measurements as explained above. After repeating said sequence, the $H_0$ value is systematically changed in steps of 4 Oe. The specific $H_0$ range that is measured is chosen in each case in such a way that both the FM and PM regimes are accessible for each $\varphi$ value and selected frequency. For each ($H_0$, $H_b$) point within the explored phase space, 500 values of $Q_z$ are obtained. From these $Q_z$ data, $\langle Q_z \rangle$, $\sigma_{Q_z}^2$, and $\chi_{Q_z}^2$ are calculated following Eqs. (7) and (8). Further technical details of the data analysis can be found in the Appendix.

III. RESULTS AND DISCUSSION

The phase space in the vicinity of the DPT has been experimentally investigated following the previously mentioned procedure for sample orientation angles $\varphi$ ranging from $-40^\circ$ to $40^\circ$. In Fig. 6, color-coded maps show key experimental quantities measured for the Co sample as a function of both $H_0$ and $H_b$, and as such they represent this sample’s dynamic order behavior in the vicinity of the DPT for $P = 10$ ms and several exemplary values of $\varphi$. The first row [Figs. 6(a)–6(e)] shows the results of $\langle Q_z \rangle$. The second row [Figs. 6(f)–6(j)] shows the corresponding results of $\sigma_{Q_z}^2$, and the last row [Figs. 6(k)–6(o)] displays the associated values for $\chi_{Q_z}^2$. The color bars corresponding to the three different quantities shown in Fig. 6 are visible on the right-hand side of Figs. 6(e), 6(j), and 6(o), respectively, and are valid for each entire row of data maps. Figure 6(a) specifically shows the dynamically stable states of $\langle Q_z \rangle$ for the Co sample and $\varphi = 0^\circ$. Here, below a critical field amplitude of $H_0^{crit} = 350$ Oe, two distinct regions are visible as yellow and blue parts, which correspond to dynamic states in which $\langle Q_z \rangle$ is significantly different from zero and actually reaches values close to saturation, i.e., $\langle Q_z \rangle \approx \pm 1$. These regions represent the two equivalent but sign-inverted stable states of the dynamic FM phase. Above the critical field amplitude $H_0^{crit}$ there is a fundamental change in the dynamic behavior and now along the $H_b = 0$ Oe line, $\langle Q_z \rangle = 0$, which is represented by the green color in the map. This distinct change in $\langle Q_z \rangle$ corroborates that the DPT happens at $H_0^{crit}$, thereby clearly dividing the FM and PM phases. In the PM phase ($H_0 > H_0^{crit}$), $\langle Q_z \rangle$ changes continuously upon increasing and decreasing $H_0$, even if there are regions where the $\langle Q_z \rangle$ vs $H_0$ dependence becomes very steep, which appear as the green-to-yellow and green-to-blue transition regions, analogous to earlier experimental observations for the dynamic PM phase [22]. Figures 6(f) and 6(k) show the corresponding experimental data for $\sigma_{Q_z}^2$ and $\chi_{Q_z}^2$, respectively.
Both maps identify large values of their respective quantities above \(H_0^{\text{crit}}\) in a band-type geometry which coincides with the steep changes of \(\langle Q_z \rangle\) vs \(H_b\). These features of the dynamic PM state are so-called metamagnetic anomalies, and our observations here agree well with the results in Ref. [22], where these anomalous fluctuations were first reported. The main difference is a technical one in that here the phase space is being explored by varying \(H_0\) for a constant \(P\), whereas in [22] \(P\) was varied and \(H_0\) held constant. It is nonetheless important to notice that despite this experimental change, the metamagnetic fluctuations can still be clearly observed in the PM phase space, even in this wide-range exploration of the phase space that is being facilitated by means of the \(H_0\) scan according to Fig. 1(e).

Figures 6(b)–6(e) show color-coded maps of \(\langle Q_z \rangle\) within the explored phase space for different orientations of the EA with respect to the applied field. We observe that the appearance of \(\langle Q_z \rangle\) within each respective phase-space segment is rather similar in all the cases. Two different FM regimes as well as the PM phase are clearly visible and identifiable by their respective color similarly to the \(\langle Q_z \rangle\) phase are clearly visible and identifiable by \(\sigma_{zz}^Q\) fluctuations above \(H_{0}\). Both maps identify large values of their respective quantities \(\sigma_{zz}^Q\) and \(\chi_{zz}^Q\) associated with the two stable states in the FM phase monotonously decrease as \(\varphi\) increases. This decrease can be explained by the fact that the field amplitudes required for the observation of the DPT are significantly lower than the anisotropy field \(H_b\) of the sample, as already indicated in conjunction with our discussion of Figs. 3(d) and 3(e). Therefore rotations of the magnetization vector \(M\) away from the EA and towards the applied field direction are only modest in size, even for \(\varphi = 40^\circ\), and accordingly, the experimentally detected magnetization component \(M_z\) for these dynamically stable FM states is very similar to the \(z\)-axis projection of an EA-aligned magnetization vector. It is also noticeable that the numerical value of the critical point \(H_0^{\text{crit}}\) increases with \(\varphi\). This effect can be explained by the nucleation of reversal domains [15], which we will discuss in detail in conjunction with Figs. 8 and 9.

In Fig. 7, the same types of results are shown for the Co_{82}Ru_{18} sample. The maps in Figs. 7(a)–7(e) show the \(\langle Q_z \rangle\) data as a function of the phase-space position \((H_0, H_b)\) for five different angular orientations in the range of \(\varphi = 0^\circ–40^\circ\). Figures 7(f)–7(j) show the corresponding results for \(\sigma_{zz}^Q\) and Figs. 7(k)–7(o) the associated data for \(\chi_{zz}^Q\). Specifically, we
can see that when EA and the applied field are parallel, i.e., \( \varphi = 0^\circ \), the color-coded map of \( \langle Q_z \rangle \) in Fig. 7(a) is extremely similar to the case of the pure Co sample seen in Fig. 6(a). This implies that the different \( T_C \) values of the two samples, and consequently, the different \( T/T_C \) ratios at which our room-temperature measurements were carried out, are not significantly affecting the overall qualitative behavior of the DPT and the underlying processes of magnetization reversal [39]. Thus, also for the Co82Ru18 sample metamagnetic anomalies are clearly visible in Figs. 7(f) and 7(k), which furthermore exhibit a similar pattern as in Figs. 6(f) and 6(k), respectively. Regarding the measurements at different sample orientations, the results for \( \langle Q_z \rangle \) in Figs. 7(b)–7(e) for the Co82Ru18 sample also show a similar behavior to those presented in Figs. 6(b)–6(e) for the pure Co sample. In both cases the decrease of \( \langle Q_z \rangle \) in the FM phase is noticeable as \( \varphi \) increases. At the same time we also identify an increase of \( H_0^{\text{crit}} \) for increasing values of \( \varphi \). With all this we can conclude that the DPT and the phase space in its vicinity does not significantly change upon rotating the EA away from the direction of the field. The value of \( \langle Q_z \rangle \) is dominated by the magnetization being aligned with the EA. Furthermore, we can identify a virtually identical behavior in the two different samples, even if the \( T/T_C \) ratio of the Co82Ru18 sample is significantly larger than that of the Co sample, as explained in Sec. II. It should also be noticed that the fluctuation data in Figs. 7(g)–7(j) exhibit a slight experimental asymmetry with respect to the \( H_0 = 0 \) Oe line. This asymmetry is an experimental feature due to small field misalignments that do not perturb the overall behavior of the DPT in a very significant way. Furthermore, it is important to add that our experimental results for negative angles, which are not displayed in Figs. 6 and 7, show an overall symmetric behavior with respect to the EA case data for both our samples.

As we already pointed out, there is the shift of the critical point \( H_0^{\text{crit}} \) towards larger \( H_0 \) values as \( \varphi \) increases, a fact that we observe for both samples. To further illustrate this, we show in Fig. 8 the measured values of \( H_0^{\text{crit}} \) normalized to its value at \( \varphi = 0^\circ \) for both samples. The clear increase of the critical field with \( |\varphi| \) implies that larger field amplitudes are required to trigger the microscopic magnetization reversal processes and the associated DPT. In the context of uniaxial ferromagnets at ambient temperature, the process of magnetization reversal is initiated by the thermal nucleation of reversal domains [15,24,42,54,55]. In this regime, droplets of inverted magnetization states (in reference to the background magnetization) are thermally activated and can subsequently expand if they lower the Zeeman energy term in Eq. (5) once a certain energy barrier is surpassed. We have compared our results with the simple model described by Kondorsky [56,57] in which the field required for the magnetization reversal follows a \( 1/\cos(\varphi) \) angular dependency. This particular angular dependence is hereby the result of the competition of the additional domain-wall energy of a nucleated reversal domain with its gain in Zeeman energy. While the domain-wall energy can be assumed to be field orientation independent, the Zeeman energy gained is proportional to \( M_z H_0 \cos(\varphi) \) under the assumption that the magnetization is aligned along the EA, and thus coherent rotations are not significant to initiate the process of magnetization reversal. To compensate for the loss of effectiveness of the applied field upon rotating the EA away from the field axis by an angle \( \varphi \), \( H_0 \) has to be increased by a factor of \( 1/\cos(\varphi) \) to reestablish the energy balance for reversal nucleation to occur. This simple model, shown as a black dashed line in Fig. 8, agrees fairly well with our experimental data, which underscores that the magnetization reversal onset in our samples is governed by reversal domain nucleation. Furthermore, this observation also corroborates the already mentioned fact that the magnetization rotation levels that we do detect in our measurements, as shown in Fig. 5, represent a rather small effect for the field strength and frequencies used in our study.

For the Co82Ru18 sample, for instance, the rotation-induced magnetization changes are found to account for only up to 7% of the full magnetization reversal amplitude for a field strength of \( H_0 = 581 \) Oe (see Fig. 5), and for the Co sample, these changes are even smaller, staying below 5% for the same field amplitude and a field orientation of \( \varphi = 40^\circ \). These observations also agree with the fact that in our measurements the DPT happens at field amplitudes that are much lower than \( H_0 \), and therefore only very modest magnetization rotations away from the EA occur. Correspondingly, the dynamic magnetization states remain closely aligned along the EA under all experimental conditions and only small oscillations around the EA can develop, as shown in Figs. 3(d) and 3(e). This interpretation of our data implies that as \( \varphi \) deviates from \( 0^\circ \), \( Q \) will develop an \( x \) component in the dynamic FM phase, while the \( z \) component is successively reduced upon increasing the absolute value of \( \varphi \). Specifically, if \( M \) were to remain perfectly aligned with the EA, the \( \varphi \) dependence of \( Q \) should follow a \( Q = Q_0[\sin(\varphi), 0, \cos(\varphi)] \) vector trajectory, at least approximately, where \( Q_0 \) represents the value of the order parameter along the EA. Given that our experimental signal is proportional to \( Q_z \), or \( M_z \), we have analyzed our experimental data to verify the assumed \( Q \) vs \( \varphi \) dependence. Hereby, the \( \Delta II \) values that we defined in Eq. (9) are actually providing the most reliable data. In Fig. 9 we show the relative intensity change between inverted magnetization states for different angular orientations of both samples and find that the \( \Delta II \) value reaches its maximum at \( \varphi = 0^\circ \) and decreases as \( |\varphi| \) increases.
The quality of the fits to the \( \cos(\phi) \) curve is excellent and fully agrees with the fact that the magnetization vector aligns closely with the EA at all times. Experimentally, this also agrees fully with the observed decrease in the values of \( Q_z \) in the FM phase, which were already mentioned in conjunction with Figs. 6(b)–6(e) and 7(b)–7(e), allowing us to corroborate the \( Q = Q_0[\sin(\phi), 0, \cos(\phi)] \) vector trajectory.

From the data in Figs. 6 and 7, it is also evident that metamagnetic anomalies are existent in the PM phase for all angles \( \phi \) investigated. However, this data representation does not allow us to analyze if the anomalies show any specific \( \phi \) dependency. Correspondingly, we have carried out a quantitative analysis of the magnitude of the anomalous metamagnetic fluctuations in order to compare the behavior for different values of \( \phi \) and to gain further insight about the tensorial nature of \( \sigma_{zz}^\phi \). More specifically, we are interested in the possible influence of magnetization rotations onto \( \sigma_{zz}^\phi \) as \( \phi \) increases. To facilitate this analysis, one has to keep in mind that the values of \( \sigma_{zz}^\phi \) may be significantly reduced upon increasing \( \phi \), given that \( Q_z \) is itself reduced as one increases \( \phi \). In order to properly quantify the magnitude of metamagnetic anomalies and analyze the possible impact of magnetization rotations, we have calculated for each orientation angle \( \phi \) the probability density histograms \( P(\sigma_{zz}^\phi/Q_z, \phi) \) of normalized fluctuation sizes \( \sigma_{zz}^\phi/Q_z \) in a constant phase-space segment close to the critical point. The selected phase-space window is \( H_0 \in [H_0^{\text{crit}}, 1.12H_0^{\text{crit}}] \) and \( |H_0| < 0.09H_0^{\text{crit}} \). Figure 10 shows the ratio \( \eta \) of the probability to observe very large fluctuations \( \sigma_{zz}^\phi/Q_z > 0.1 \) normalized to its value at \( \phi = 0^\circ \), i.e.,

\[
\eta = \frac{P(\sigma_{zz}^\phi/Q_z > 0.1, \phi)}{P(\sigma_{zz}^\phi/Q_z > 0.1, \phi = 0^\circ)}. \tag{10}
\]

For both samples, \( \eta \) remains close to 1 for small absolute values of \( \phi \). This means that for the selected phase-space window the probability of large fluctuations \( \sigma_{zz}^\phi/Q_z > 0.1 \) that are associated with strong metamagnetic anomalies is similar for these values of \( \phi \). In particular, for the Co sample we do not observe any significant change of \( \eta \) vs \( \phi \) in the entire range that we have explored, which is fully consistent with the previously drawn conclusion that the behavior is clearly dominated by a near perfect EA alignment of the magnetization throughout the dynamic magnetic state. However, for the Co82Ru18 sample, which represents a much higher \( T/T_C \) ratio, we do observe a significant increase of \( \eta \) with \( \phi \) for the largest EA to field misalignments, i.e., \( |\phi| = 40^\circ \). The fact that the strength of the metamagnetic tendencies increases with \( \phi \) only for the Ru-doped sample could be associated with the somewhat smaller anisotropy in this structure, which yields slightly larger magnetization rotations. Furthermore, this sample also has a lower \( T_C \) and thus can exhibit thermal fluctuation more easily, a fact that is by itself of course independent of \( \phi \). However, it might be the conjunction of both of these facts, i.e., the larger rotation values in the presence of enhanced thermal fluctuations that could trigger larger metamagnetic fluctuations as \( \phi \) increases for the Co82Ru18 sample. It is worthwhile to mention, though, that this \( \phi \) dependency does not significantly affect the general qualitative behavior of the dynamic order parameter \( Q \) and associated quantities in the phase space close to the DPT.

IV. CONCLUSIONS AND OUTLOOK

In this work we have experimentally studied the dynamic magnetic behavior in the phase space surrounding the DPT for anisotropic ferromagnets with in-plane magnetization as a function of the orientation in between the EA and the applied field direction to enable a first assessment of the vector nature of \( Q \), i.e., the macroscopic dynamic order parameter, which defines the DPT and classifies its associated phase space. Based upon this work, several relevant conclusions can be drawn.

First, for different orientations of the EA with respect to the field direction we find the phase diagram not to be significantly impacted in terms of its qualitative behavior. The existence of the DPT is clearly observable for both samples, representing different \( T/T_C \) ratios, and in all the experimental data, the \( Q \) component parallel to the field, as well as the dynamic fluctuation and susceptibility tensor components, show very similar behavior and fundamentally identical characteristics in the vicinity of the critical point. The occurrence of metamagnetic anomalies in the dynamic PM phase is also
observable in all cases, verifying a qualitatively identical behavior of \(Q_z\) for the different values of \(\varphi\). In this context it is relevant to notice that magnetization reversal is initiated by domain nucleation for all values of \(\varphi\) and is furthermore triggered by field amplitudes which are much lower than each sample’s anisotropy field. This explains why magnetization rotations are a second-order effect, and throughout entire dynamic sequences the magnetization remains closely aligned with the EA.

For the specific parameter range and samples used in this study, we can conclude that the vectorial nature of \(Q\) is only associated with a rather trivial rotation of \(Q\) in the \(x-z\) plane, given the dominance of EA magnetization alignment throughout each dynamic cycle anywhere in the phase diagram. Thus the entirety of the dynamic phase space explored is primarily driven by the components of the magnetic fields \(H_0\) and \(H_b\) that are parallel to the EA. It would be very interesting to explore dynamic phase transitions in the regime where \(H_0\) and \(H_b\) are more comparable in size, at which point magnetization rotations should be significant and easily tunable via the field alignment angle \(\varphi\). In this regime more significant phase diagram modifications should be expected. However, experimentally this would require uniform magnetic fields at frequencies in the tens to hundreds of megahertz, which is beyond available experimental capabilities, especially with respect to real-time magnetization detection sensitivity. Another extension of experimental work that would be useful for further explorations is full vector magnetometry to enable the simultaneous detection of the various \(Q\) vector components describing the system-averaged dynamic state. This is even possible by means of magneto-optical techniques, for which vector magnetometry has been demonstrated \[58,59\].

Lastly, it would be interesting to compare our present experimental results with theoretical studies in the context of the anisotropic Heisenberg model, as well as to use such models to explore the vector nature of \(Q\) in further detail, given that also in theoretical works to date, the vector nature of \(Q\) has been mostly ignored.
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**APPENDIX**

In our experimental setup the magnetic-field value is measured by means of a Hall sensor inside the gap of the electromagnet. The amplitude \(H_0\) and bias \(H_b\) are obtained by analyzing the magnetic-field components via a fast Fourier transform (FFT) analysis of the signal. The light intensity signal processing works as follows. Reference intensity values \(\langle I^+_{\text{ref}} \rangle\) and \(\langle I^-_{\text{ref}} \rangle\) are taken by averaging the intensity values measured in each half period of the reference sequence. We also define \(\langle I_{\text{ref}} \rangle\) as the average intensity measured for the reference sequence. It is worth mentioning that the points measured in the magnetization reversal region are not taken into account to minimize error sources. In principle, laser instabilities could yield time-dependent intensity drifts of the complete signal. The drift, if it exists, is envisioned to be linear, so we apply a linear compensation by determining the slope in between the two reference value determinations (for each \(\pm M_s\) saturation state), one prior to and one after the actual dynamic magnetization measurement. Overall, we find the signal drift to be vanishingly small in comparison to the detector noise due to the quality of the laser that we used, as well as the mechanical stability of our setup. After formally compensating for the linear drift, we calculate both absolute intensity change \(\Delta I\) and the relative intensity change \(\Delta I/I\) as

\[
\Delta I = \langle I^+_{\text{ref}} \rangle - \langle I^-_{\text{ref}} \rangle, \quad (A1)
\]

\[
\Delta I/I = 2 \frac{(\langle I^+_{\text{ref}} \rangle - \langle I^-_{\text{ref}} \rangle)}{(\langle I^+_{\text{ref}} \rangle + \langle I^-_{\text{ref}} \rangle)}. \quad (A2)
\]

The data sampling frequency is \(f_s = 30\,\text{kHz}\), i.e., we measure \(N_s = 300\) points per period oscillation. The discrete time intensity signal is \(I_{ij}\), which refers to the \(i\)th point of the \(j\)th field oscillation, from which we calculate the individual magnetization values as

\[
\frac{M_{zij}}{M_s} = 2 \frac{I_{ij} - \langle I_{\text{ref}} \rangle}{\Delta I} - \frac{\Delta I/I(\varphi = 0^\circ)}{\Delta I/I(\varphi = 0^\circ)}. \quad (A3)
\]

For each period we calculate a single value of the order parameter \(Q_{zi}\),

\[
Q_{zi} = \frac{1}{N_s} \sum_{j=1}^{N_s} M_{zij}, \quad (A4)
\]

where \(M_{zij}\) is the \(j\)th magnetization point of the \(i\)th field oscillation. We measure a total of \(N = 500\) periods for each \((H_0, H_b)\) phase-space point, from which we determine \(\langle Q_z \rangle\), \(\langle Q_z^2 \rangle\), and \(\sigma_Q^2\) as

\[
\langle Q_z \rangle = \frac{1}{N} \sum_{i=1}^{N} Q_{zi}, \quad (A5)
\]

\[
\langle Q_z^2 \rangle = \frac{1}{N} \sum_{i=1}^{N} Q_{zi}^2, \quad (A6)
\]

\[
\sigma_Q^2 = \sqrt{\langle Q_z^2 \rangle - \langle Q_z \rangle^2}. \quad (A7)
\]

At the same time, susceptibility values are obtained by calculating the discrete derivative of \(\langle Q_z \rangle\) as a function of \(H_b\) for constant \(H_0\):

\[
\chi_{zz}^O(H_0, H_b + \Delta H_b) = \frac{\langle Q_z \rangle(H_0, H_b + \Delta H_b) - \langle Q_z \rangle(H_0, H_b)}{\Delta H_b}. \quad (A8)
\]

Notice that this expression applies only for this tensor component of the dynamic susceptibility and having the applied field components \(H_0\) and \(H_b\) along the \(z\) axis following \(H = H(t)(0, 0, 1)\) with \(H(t) = H_0 \cos(2\pi t/P) + H_b\),
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[11] Usually in the framework of Monte Carlo simulations, square magnetic field signals are considered. Experimental studies usually employ sinusoidal signals.
[53] The field stability is ensured by relaxing any possible transient behavior before each H sweep process.